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Letter from the Editor-in-Chief

Dear Esteemed Readers,

It is with great pleasure that I introduce the 2023 volume of Applied 
Cybersecurity & Internet Governance (ACIG). As Editor-in-Chief, I am 
excited to present to you an array of insightful articles that delve into 
various facets of cybersecurity and its intersection with governance, 
technology, and society. At NASK-National Research Institute, the 
publisher of ACIG, humans are at the heart of technology. As a re-
search institute dedicated to enhancing information and communi-
cation networks in Poland, we prioritize research, development, and 
education to empower users and safeguard the digital landscape, 
particularly focusing on the advancement of cybersecurity measures 
and the understanding of cyber threats.

In this issue, we bring together a collection of original research 
articles that offer diverse perspectives and analyses, catering to 
readers from academia, the IT sector, policy decision-makers, and 
beyond. Each article encapsulates cutting-edge research, practical 
insights, and thought-provoking discussions that contribute sig-
nificantly to the discourse surrounding cybersecurity and modern 
online challenges.

Fourteen articles featured in this volume cover a wide range of topics, 
including supply chain risks in autonomous weapon systems, hybrid 
warfare, cognitive warfare, cyber resilience at the state level, and the 
protection of critical infrastructures, among others.

The issue opens with the article “Structured Field Coding and its 
Applications to National Risk and Cybersecurity Assessments” by 
William H. Dutton, Ruth Shillair, Louise Axon and Carolin Weisser, 
which explores the utilization of structured field coding in en-
hancing national cybersecurity assessments, facilitating cross-na-
tional comparative analyses. Moreover, “Predictive Modelling 
of a Honeypot System Based on a Markov Decision Process and 
a Partially Observable Markov Decision Process” by Lidong Wang, 
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Reed Mosher, Patti Duett and Terril Falls, presents innovative ap-
proaches to predictive modeling in honeypot systems, crucial for 
proactive cybersecurity measures. The next paper, titled “Artificial 
Immune Systems in Local and Network Cybersecurity: An Overview 
of Intrusion Detection Strategies” by Patryk Widuliński, provides an 
overview of artificial immune systems in intrusion detection systems, 
offering insights into recent advancements and future research di-
rections. Complementing this section, the interview held by Rubén 
Arcos, “Shielding the Spanish Cyberspace: An Interview with Spain’s 
National Cryptologic Centre (CCN),” aims to present the perspective 
of security institutions involved in monitoring cyberspace for threats.

Furthermore, “Examining Supply Chain Risks in Autonomous 
Weapon Systems and Artificial Intelligence” by Austin Wyatt delves 
into the risks associated with AI-enabled autonomous systems, 
focusing on the vulnerabilities within supply chains responsible for 
producing such military technologies. In the context of growing 
threats in cyberspace, Marco Marsili’s article, “Guerre à la Carte: 
Cyber, Information, Cognitive Warfare and the Metaverse,” explores 
the concept of hybrid warfare, particularly within the context of 
cyber, information, and cognitive hostilities, shedding light on the 
implications of these phenomena in the modern world. Thereafter, 
Guillermo Lopez-Rodriguez, Irais Moreno-Lopez and José-Carlos 
Hernández-Gutiérrez compare cyber attacks on energy infrastruc-
tures carried out by Russia and Iran, analyzing their strategies and 
political implications in the manuscript titled “Cyberwarfare against 
Critical Infrastructures: Russia and Iran in the Gray Zone.” Staying 
in the area of hybrid warfare in cyberspace, the paper entitled “The 
Russia-Ukraine Conflict from 2014 to 2023 and the Significance of 
a Strategic Victory in Cyberspace” by Dominika Dziwisz and Błażej 
Sajduk examines Russian engagement in cyberspace during the con-
flict with Ukraine, challenging Western perspectives and discussing 
Russian cyber warfare strategies.

Moreover, “Tell Me Where You Live and I Will Tell Your P@Ssw0rd: 
Understanding the Macrosocial Variables Influencing Password’s 
Strength” by Andreanne Bergeron investigates the influence of 
macrosocial factors on password strength, aiming to offer insights 
into global cybersecurity policies and configurations. An approach to 
societal aspects was presented in “Trust Framework on Exploitation 
of Humans as the Weakest Link in Cybersecurity” by Daudi Morice. 
This analysis develops a trust framework focusing on the exploitation 
of human psychology in cyberattacks, highlighting the importance of 
understanding and mitigating human vulnerabilities in cybersecurity. 
However, a comprehensive conceptualization of state-level cyber 
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resilience, offering insights into the capacities required for states 
to effectively respond to cyber threats is examined by Geoffrey 
Hubbard in “State-level Cyber Resilience: A Conceptual Framework.”

The challenges of the changing digital technology landscape exem-
plified by efforts in the European Union are presented in two articles. 
The first, titled “Protection of the EU’s Critical Infrastructures: Results 
and Challenges” by Robert Mikac, analyzes EU legislative acts aimed 
at improving the resilience of critical infrastructures, focusing on po-
tential weaknesses and suggesting solutions. The next, “Regulating 
Deep Fakes in the Artificial Intelligence Act” by Mateusz Łabuz, dis-
cusses the challenges and limitations in mitigating the negative con-
sequences of deep fake technology. The issue closes with “Creating 
a Repeatable Nontechnical Skills Curriculum for the University of 
Southern Maine (USM) Cybersecurity Ambassador Program (CAP)” by 
Lori L. Sussman and Zachary Leavitt. It presents a case study on the 
development of a nontechnical skills curriculum for a cybersecurity 
internship program, aiming to bridge the gap between academia and 
industry demands in cybersecurity education.

We extend our sincere gratitude to the authors, reviewers, and 
International Editorial Board whose dedication and expertise have 
made this volume possible. We hope that the articles presented 
herein stimulate meaningful discussions and inspire further research 
in cybersecurity and internet governance.

Thank you for your continued support and readership.

Warm regards,

Aleksandra Gasztold
Editor-in-Chief
Applied Cybersecurity & Internet Governance
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Abstract
Data on cybersecurity capacity building efforts is critical 

to improving cybersecurity at national levels. Policy should be 
informed not only by measures that allow internal assessment of 
strengths and weaknesses that enable cross-national comparisons. 
The International Telecommunications Union (ITU) and its Global 
Cybersecurity Index (GCI) has used a standardized survey that has 
been adapted and used in multiple national assessments by the 
Global Cyber Security Capacity Centre. This adaptation includes 
an addition of open field coding assessments that rely heavily on 
trained experts and interactions with national focus groups. These 
assessments are checked using multiple coders to increase reliability 
and reduce bias. This process of ‘structured field coding’ (SFC) is an 
approach to collecting and coding observations based on multiple 
methods, quantitative as well as qualitative. This approach differs 
from open field coding in providing a set structure for coding 
observations from the field based on established frameworks for 
assessment. The SFC process is explained along with a discussion of 
the origin and the advantages and limitations of this methodological 
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approach. It can be used in a variety of studies but is presented here 
as a means to integrate data for cross-national comparative analy-
ses. Its application to improving the reliability and validity of data 
collection across a region, such as the EU, would help stakeholders 
evaluate where they should invest resources to improve their cyber-
security capacity.

Keywords

cybersecurity capacity building; structured field coding; cybersecurity 
analysis; multi-methods security research

1.	 Introduction

E fforts to build a nation’s capacity to withstand cyber-
attacks and other risks to cybersecurity contribute to 

a nation’s security and economic vitality. Almost all our modern sys-
tems: communication, economic transactions, record keeping, and 
critical infrastructure are controlled through computerized systems. 
These systems increase efficiency and speed, yet simultaneously 
they can be an Achilles heel, as each system introduces additional 
surfaces that are vulnerable to attack. Thus, it is important to build 
an ecosystem that is robust and resilient to cyberattacks. This pro-
cess of cybersecurity capacity building is systematic, touching many 
societal dimensions [1]. The investment in cybersecurity capacity 
building pays back in the function of critical infrastructure and eco-
nomic vitality [1, 2] as well as new legal and policy frameworks. While 
efforts to proactively address security problems seem intuitively 
valuable, they are new, meaning there is relatively little research 
on whether they achieve their intended objectives. This paper takes 
a cross-national comparative approach to determine whether there 
is empirical support for investing in capacity-building. It reflects field 
research from 73 nations as well as comparative data analysis. These 
efforts recognize that improved cybersecurity capacity is a multi-di-
mensional effort, it includes not just technological improvements, 
but also improvements in education, awareness, and training [3].

The first step in capacity building efforts and cybersecurity policy 
initiatives is often establishing basic “norms” as to what are best 
practices across these dimensions [4]. Both regional [5] and inter-
national efforts have worked to develop norms based on input from 
interdisciplinary teams. One of the larger efforts is the International 
Telecommunications Union’s (ITU) Global Cybersecurity Index (GCI) 
[6]. The GCI uses questionnaires and expert advice to rate countries 
on legal, technical, organizational strategies and plans, levels of 
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international cooperation, and other capacity building measures to 
create an overall ranking. A similar National Cyber Security Index 
(NCSI) has been developed by the non-profit consultancy organi-
zation, the e-Governance Academy Foundation, based in Estonia 
as a joint initiative of the Government of Estonia, the Open Society 
Institute, and the United Nations Development Program [7]. The 
NCSI is one project in its cybersecurity program of activities, which 
includes consulting projects for various nations along with its devel-
opment of an index for a growing number of countries [7]. The index 
“measures the preparedness of countries to prevent cyber threats 
and manage cyber incidents” to compose a database that is publicly 
available [8]. The evidence is either provided by the nation’s gov-
ernment officials, an organization or individual, or by the NCSI team 
through desk research on legal acts, official documents, and official 
websites. These sources are used by an expert group at NCSI to make 
summary assessments on multiple aspects for each nation [8]. In 
such ways, the selection of index items is a dynamic process that is 
founded on a solid understanding of published research, comparison 
to similar studies, and adaptation to emerging trends.

Once index items and norms of assessment are established the next 
challenge is the design of a methodological process. The research 
process should assess the performance of nations over time and 
allow comparison with other nations. Evidence is often based on 
indicators drawing from a multitude of sources, ranging from dif-
ferent institutions and departments as well as different methods, 
such as in-depth interviews, questionnaires and surveys, and the 
aggregation and interpretation of data collected for other purposes, 
such as national census records. Not only is the evidence collected 
from multiple sources, but also the outcomes of the assessments 
are critical to multiple stakeholders, each of whom have a strategic 
interest in how different sectors or nations are rated. There are 
also the challenges of assuring norms assessment is applicable to 
countries at different stages of economic and technical development, 
particularly as those with less experience and centrality of Internet 
use may be more vulnerable to cyberattacks [9, 10]. Furthermore, 
there are concerns when developed nations are assisting developing 
nations in cybersecurity development, as these efforts might be con-
strued as supporting the geopolitical interests of developed nations 
[11], which could be branded as digital neo-colonialism rather than 
a win-win strategy. Thus, there is a need to develop tools that can be 
readily adopted by and scaled to small or large countries, validated 
and employed by the adopting nation, and yet reliable and standard-
ized sufficiently to be comparable across nations for accurate and 
actionable insights.

10
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Given limited resources, and many sources and types of data within 
each nation, the question is: How national assessments be done 
efficiently and in a reliable and valid manner that can be replicated 
and compared over time and with other nations? Structured field 
coding is an answer to this question. It is an approach which increas-
es objectivity in cybersecurity capacity building assessments. Given 
its quantitative basis, it can also be linked with related data, such as 
from external risk assessments.

Every approach to the measurement of cybersecurity capacity 
building efforts of a nation or region has strengths and weaknesses. 
Structured field coding is offered as a means for addressing some of 
the key problems with developing reliable and valid indicators that 
are comparable across nations and over time. This paper explains, 
illustrates, and critically examines the concept of Structured Field 
Coding (SFC) and discusses limitations on its use.

1.1.	 Approaches to National Case Studies 

and Comparative Research

One of the first steps in measuring cybersecurity capacity 
building it to establish the basic parameters that are needed for ca-
pacity building. In the area of assessing the maturity of cybersecurity 
capacity building. There have been many approaches for developing 
comparable assessments. Many widely used scales have been de-
veloped across multiple societal dimensions that impact cybersecu-
rity capacity, either directly or indirectly. These often include such 
aspects as technical norms, educational programs, legal protocols, 
and policy mandates. The ITU’s Global Cybersecurity Index, is one 
example, along with a NIST cyber security framework [12], but these 
are only two of many other approaches that have been developed 
that overlap in their methodology and empirical indicators.

This paper focuses on one approach where structured field coding 
has been developed. Oxford University’s Global Cyber Security 
Capacity Centre (GCSCC) has developed, in collaboration with over two 
hundred international experts, a Cybersecurity Capacity Maturity 
Model for Nations (CMM) and an approach to assessing nations that 
has been deployed in over 80 nations to date.

The CMM reviews cybersecurity capacity across five dimensions: (1) 
Cybersecurity Policy and Strategy; (2) Cyber Culture and Society; (3) 
Cybersecurity Education, Training, and Skills; (4) Legal and Regulatory 
Frameworks; and (5) Standards, Organizations, and Technologies. 
Each dimension consists of a range of factors that describe what 
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it means to possess cybersecurity capacity in that dimension, and 
aspects of each factor that enhance maturity. A set of indicators for 
each aspect of those factors is used to gauge cybersecurity maturity 
along a five-stage spectrum, ranging from (1) start-up; (2) formative; 
(3) established; (4) strategic; to (5) dynamic [13].

During the initial years of deploying the CMM, data-gathering in-
volved in-country stakeholder consultation (typically 2–3 research 
staff visit over the course of three days), complemented remotely 
through desk research. The in-country consultations, which relied 
mainly on modified focus groups, was to yield evidence for assessing 
capacity building for each nation in ways that can be used both to 
recommend capacity-building initiatives for nations but also for 
making comparisons across nations. But as in the case of national 
comparisons, the regional assessments would ideally be comparable 
across multiple units to estimate capacity levels across the nation.

Investment, and policy decisions are inevitably made based on 
national assessments, whether these are limited to mere hearsay 
or anchored in systematically empirical and accountable evidence 
(Box 1). Thus, a rigorous and accurate assessment is advantageous 
for data-based decisions. Nations cannot avoid being challenged for 
their policy decisions, but the more reliable and valid the evidence 
is judged to be, the easier it is to demonstrate the foundations for 
prioritizing areas for investment.

�
Validity: concerns the degree that an indicator is measuring what 
it is intended to measure. Are you measuring what you think you 
are measuring? Have there been multiple tests and expert input to 
support validity? Does cybersecurity capacity maturity indicate the 
resilience and status of a nation in responding to breaches and other 
attacks on cybersecurity?

Reliability: refers to the degree that an indicator can replicate 
an underlying trait accurately or consistently. Will an approach to 
capturing a national level of cybersecurity maturity be capable of 
yielding the same results if replicated, such as by a different team 
of researchers?
�
Box 1. Reliability and Validity
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1.1.1.	 Aggregate Data Collection

One approach that is common in relatively well-defined 
areas is to combine new or existing aggregate national indicators 
to assess performance, such as in the areas of economic develop-
ment or freedom of the press. Cross-national comparative research 
is often based on field research or the use of available aggregate 
data that might have been collected for other purposes, but which 
can be used to extract empirical indicators of national similarities 
and differences.

For example, Freedom House rates countries or territories on 
10 indicators of political rights, such as free and fair elections, and 
15 indicators of civil liberties, including the rule of law, that are each 
ranked from 0–4, where 0 represents the lowest level of freedom 
and 4 the highest. In 2020, Norway and Finland were ranked 1 and 
2 on their respective scores on the press freedom index [14]. Other 
aggregate data approaches have been used to develop indicators 
of governance [15], and cyber power [16], for example. Many of 
these kinds of studies or rankings are done by a single organization 
following developments and activities across multiple nations across 
the world. Aggregate data can be drawn from research conducted 
by other organizations for other purposes. The benefit of aggregate 
data is that it is often collected by well-funded and highly respected 
organizations and can be used to empirically test concepts that 
otherwise couldn’t be tested at a large scale [2].

The use of the same data for multiple studies is almost demanded 
by the time and cost of developing national indicators. The chal-
lenge with aggregate data is that the data items collected limit the 
research questions that can be addressed. Thus, aggregate analysis 
is limited to the relationships between verified data in the sets under 
consideration, requiring some collection of original data.

1.1.2.	 Field Research and Data Collection

Original collection of data for national assessments allows 
for collection of more than just standard measures, it allows for cus-
tomization and contextualization of the data collection tools to fit the 
specific country and phenomenon being studied. As in many domains, 
understanding the unique needs data sources within a country often 
takes time and expertise. For example, most national comparative 
research in the study of government and politics has been conducted 
by individuals who lived and/or worked for a sustained period in 
a particular nation other than their own. They had become expert 
participant-observers of activities in the nation that is their object of 
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study and most often develop their findings. A classic demonstration 
of this method is Alexis de Tocqueville’s examination of democracy in 
America in the early 1800s (N = 1), or a comparative case study (N = 2 
or more) [17]. A more recent example is Gabriel Almond and Sidney 
Verba’s study of political attitudes in the United States, Great Britain, 
Germany, Italy, and Mexico, which drew on qualitative observations 
as well as comparative survey research data collection [18]. The 
World Internet Project (WIP)1 collects data from a growing number 
of countries, focused on issues of the digital divide.

Given the intense commitment of time, labor, and expertise, it is 
rare for field research about cybersecurity to be conducted in many 
nations. This work has often been limited by the ability of individuals 
or a small team to be directly involved in observing, interviewing, 
and comparing nations. Even though this method can produce high 
quality reviews with many actionable insights, they can be prohibi-
tively expensive and require commitment from many stakeholders.

Additionally, the need for strategies that might enable larger and 
more distributed teams to gather comparable data in the field, new 
methods are being developed that include the use of interviews 
and participant-observation. These have the potential to give deep 
insights to help guide policy changes that are needed in this dynamic 
domain. However, to develop these methods, that would allow both 
standardization for comparative value and flexibility to adjust to 
changing threats; it is important to first examine what has already 
been used in other leading cybersecurity capacity assessments.

1.1.3.	 National Risk Assessments and the UK’s 

National Cyber Risk Assessment (NCRA)

National risk assessments are focused on identifying major 
risks facing a nation, developing estimates of how likely it is that 
the nation will experience each risk, and estimating the severity of 
the risk. Given the uncountable number of known and unknown 
risks that nations might face, even in a constrained area, such as 
cyber, these assessments rely heavily on the judgements of subject 
matter experts in a wide range of sectors within each nation. The 
Organization for Economic Co-operation and development (OECD) 
and other major international organizations view risk assessment 
as critical to managing these risks and achieving national economic 
and social goals [19].

The government of the United Kingdom has developed a Cyber 
assessment Framework from the National Cyber Security Centre 

1 	  https://www.
worldinternetproject.com/
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that has four objectives: managing security risk, protecting against 
cyberattack, detecting cyber security events, and minimizing the im-
pact of cyber security incidents [20]. Each of these items are broken 
down into measurable items that focus on IT systems and network 
solidarity [20].

A cyber risk assessment captures the judgmental ratings or forecasts 
of relevant experts on the priority, likelihood, and level of cyber risks 
across many sectors and critical infrastructures of specific nations 
(Box 2). While the questions can be structured in similar ways 
cross-nationally, the answers are sufficiently unique to each nation 
that comparison is difficult. They are developed to help nations 
better anticipate and manage potential risks to their nation and not 
designed with an aim of cross-national comparison. As with cyberse-
curity capacity assessments, it is difficult to study such assessments 
across multiple nations in comparable ways.

�
National transportation and telecommunication systems, including 
the information and communication technologies (ICTs) that support 
them, are two huge critical infrastructure sectors. Depending on 
the level of analysis, the number of CIs in focus vary from four to 
nearly twenty viewed as necessary to the functioning of the nation. 
These are the systems, networks and assets that are essential to the 
functioning of a society [21].
�
Box 2. Critical Infrastructure Sectors. 

Discussions between those involved in research on cybersecurity 
maturity and risk assessments identified ways to improve approach-
es to each area of research, also explored the potential efficiencies 
and synergies of integrating these two heretofore separate activities. 
The idea of an integrated cybersecurity maturity and risk assessment 
(Cyber-MRA) is attractive, creating one unified assessment to give 
insights and guide policy decisions. However, given the different 
organizations, traditions, and methods tied to each, their integration 
is challenging. Assessments that rely on qualitative analysis, focus 
groups, and interviews often produce deep insights, but these are 
not always quantifiable and comparable across sessions of data gath-
ering. On the other hand, field surveys with strict “fill in the bubble” 
type approaches yield problematic data even though they allow 
quantitative analysis and comparison across data sets. A potentially 
strategic innovation for improving on and integrating these two 
approaches involves the use of what we have called “structured field 
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coding”. The next section describes this approach and then moves 
to a discussion of how it can enhance and potentially integrate both 
maturity and risk assessments.

1.2.	 Structured Field Coding (SFC)

Structured field coding (SFC) can potentially advance the 
study of national cybersecurity maturity and national risk assess-
ments as well as provide a means for better integrating multiple 
methods and indicators involved in both qualitative and quantitative 
approaches. The following is the history of the method, its growth 
and how it has been utilized in national cybersecurity assessments 
to provide rich insights and actionable items for building cybersecu-
rity capacity.

1.2.1.	The Origins of SFC

SFC was invented to solve a set of problems that arose in 
the study of the early use of computing in forty US cities in the late 
1970s [22]. The study, entitled An Evaluation of Urban Information 
Systems (URBIS), was one of the first systematic studies of the use 
and implications of computer systems in American local govern-
ments. It was funded by the US National Science Foundation and 
based on what was then the Public Policy Research Organization 
(PPRO) at the University of California, Irvine. The principal investigator 
was Professor Kenneth Kraemer, who led the team of co-principal 
investigators, including James Danziger, William Dutton, Rob Kling, 
and Alex Mood. The study began with a survey of all 403 US cities 
with populations over 50,000. In 1975, circa the time of this study, 
this was about the size at which a city might have had one or more 
computers and associated applications, although nearly a quarter 
(23% or 93) of the cities over 50,000 inhabitants had such a negligible 
level of computing that they were dropped from the study.

The URBIS team devised a means for stratifying all US cities on key 
policy variables, which involved using standard demographic data 
to estimate scores on indicators of computer use for those cities 
for which data was not available. The team then randomly sampled 
cities such as to maximize variation on the major variables of interest 
to the study, such as the centralization or decentralization of com-
puter facilities. This approach was called the “future cities research 
design” [23].

This analysis led to the selection of a stratified random sample of 
40 US cities that were then studied more intensively. The research 
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formed the basis of numerous publications across all the investiga-
tors including two major academic books [22, 24], which together 
provide considerable evidence of the academic merit and acceptance 
of the study’s methodology.

1.2.2.	The Invention of SFC

It was in the pilot stages of this in-depth comparative study 
of the 40 sampled cities that methodological challenges began to 
arise. First, there were multiple teams going into the field, most 
composed of two researchers spending about two weeks in each 
city conducting interviews, visiting departments, and observing 
work around several foci of the study, such as in the use of com-
puter-based data in policy analysis, detective investigative support, 
and other applications representative of different “information 
processing tasks”. In pretesting our approach through a small set 
of “mini-cases”, it was apparent that different investigators tended 
to confirm their preconceived notions, demonstrating the issue of 
researcher bias. This is a long known issue, even de Tocqueville is 
said to have had preconceived views on America, as one French critic 
said: “He had thought it all out before he learned anything about it 
[America]” [25]. This led to developing ways to make the research 
more objective versus relying too heavily on any one person’s pre-
conception, or other subjective or judgmental rating, and also to 
ensure multiple points of view and greater accountability – creating 
an ability to double-check the conclusions of those who did the 
field work.

Reducing researcher bias was accomplished using SFC. Essentially, 
each of the two or more researchers in the field would answer 
the same questions the entire team had considered critical to the 
study. They could use in-depth interviews, observations in the 
field, desk research, and informal discussions with staff and pol-
iticians, for example, to arrive at their answers. The team would 
then compare and contrast their answers and resolve differences 
of opinion across the members and explain in notes why the 
city was coded in the way it was finally determined. This method 
reduced the impact of bias from any particular researcher, while 
providing a means for integrating multiple observations into 
a single code. It also made every code more credible since it was 
the product of multiple observations and explanations for why 
a city was coded as it was, provided by those individuals who were 
observers in the field. Thus, it was a structured way to establish 
“inter-coder reliability” across data that was collected through 
multiple methods.
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2.	 Methods: SFC in action
Structured field coding (SFC) refers to the development of 

predetermined questions and potential responses that are answered 
by the researchers while they are in the field. This is similar to a survey, 
but different in that the researcher completes the items based on 
evidence from the field while the data is being collected. Responses 
can be refined but are initially coded while fresh from interviews and 
observations in the field context. Using desk research, discussion 
group transcripts, and interviews with those informed about particular 
topics, the researchers in the field aim to be in a position to answer 
each question. The answers to each question are then used to oper-
ationally define each indicator. Supporting data is then available to 
others in the research team to test items for reliability and objectivity.

2.1.	 The URBIS Example

In the URBIS study, for example, a key question concerned 
whether the use of computing in cities would shift influence or power 
to one or another kind of actor [23]. One item asked about the use 
of data in the city: “In general, has the use or design of data banks 
[a term of the 1970s], their analysis or the distribution of findings 
tended to shift relatively more influence away from or to any of the 
following: [Manager or chief administrative officer; Mayor and staff; 
Council and staff; Departments; and Data bank custodians], with the 
following response categories: “Given less influence to; No discern-
able shift; Given more influence to” [23, p. 200]. Researchers were 
asked to provide notes to defend their response. A related question 
was: “Are various computer-based reports and special analyses 
generated from operational data used in responding to individual or 
citizen group requests or complaints?”. Coding was provided for the 
manager, mayor, and council, with each coded separately with the 
following response categories: Cases cited that it could have been 
but was not used; Believe it is not used; Undecided, mixed; Believe it 
is used, Cases cited that it is used [23, p. 201]. This exact question was 
addressed in an interview one researcher had with the city manager 
of a large city with a city manager form of government. The manager 
said such analyses were never used, but the researcher went with 
him to the council meeting that followed, when the manager’s office 
presented the results of systematic modeling where the data in fact 
were being used. In such ways, multiple sources are reconciled to 
arrive at a researcher’s coding from observations and data collected 
in the field based on a pre-designed set of codes.

Another innovation tied to the use of SFC in URBIS was the identifi-
cation of a set of information processing tasks (IPTs) that not only 
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indicated the levels of data use, but also flagged areas that could 
be studied in more depth. In the late – 1970s, the application of 
computing in governments ranged across at least six IPTs (Box 3). 
For example, by looking at a specific task, such as record searching in 
supporting detective investigations, or record-keeping in traffic tick-
et processing, it was possible to have a more concrete empirical basis 
for assessing the impact of computing. Looking across these IPTs 
within one city provided an overall picture that was more grounded 
in the government’s use of computing [22]. It is possible that risk 
assessments might identify a set of comparable CIs that could be 
a focus for more concrete and detailed analysis in an analogous way.

�
1.	 Record-keeping, such as in traffic ticket processing
2.	 Calculating/printing, such as in budget control
3.	 Record-searching, such as in detective investigative support
4.	 Record restructuring, such as in policy analysis
5.	 Sophisticated analytics, such as in police patrol 

manpower allocation
6.	 Process control, such as in budget monitoring and control

�
Box 3. Information Processing Tasks Defined by URBIS.

2.2.	 The CMM Example

In the context of the CMM assessment, for example, there 
is a question with responses for whether a nation has a cybersecu-
rity strategy (Box 3). Focus groups often have responses much like 
the URBIS experience of several decades ago. Many are unaware of 
efforts going on in other departments. Additionally, even experts 
seeking to find evidence of operationalizations in action might not 
find all the same evidence. If two or more researchers go to a coun-
try, they would code responses to this question, and together, they 
would reconcile any differences in order that they agree on the best 
code for the country, based on what they have learned. They assign 
a quantitative number to their qualitative judgements. In instances 
when they have fundamental differences, which cannot be easily re-
solved, they would go back into the field via an email, conference call, 
or use desk research to resolve the differences. For example, they 
might have been told a strategy was in development, but discover 
a published report online, and switch their coding to “4” for “yes, and 
it has been published”.

The advantage of the SFC method is its ability to capture data that is 
not obvious, as well as items across domains, which might be missed 
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from relying solely on a survey of participants. Cybersecurity capac-
ity building is a multi-faceted, multi-disciplinary effort that requires 
advanced application of expert knowledge. Measuring progress to 
evaluate efficacies is a complex, yet critical effort. Just as the example 
of the URBIS application, the SFC allows stakeholders to see where 
they are not utilizing resources available to them to improve policies 
and processes.

�
Q1. �Does the country have a national cybersecurity strategy? 

(Circle Response)

5… Yes, the country’s strategy has been cited as “world leading”
4… Yes, and it has been published
3… Yes, but not published
2… No, but it is in development with a draft or outline
1…  �No, but the processes for strategy development have been 

initiated
0… No, strategy does not exist

Evidence, Examples:
�
Box 4. A Question from the CMM

2.3.	 A Critical Perspective on the Approach

SFC is a relatively simple idea that provides a flexible ap-
proach that increases research validity and reliability when dealing 
with a complex array of methodological approaches. This is especially 
important when researching cybersecurity capacity building efforts 
as it touches on technological, educational, legal, communications, 
and societal domains.

2.3.1.	Strengths of SFC

1.	 Reliability of Multiple Observations and Codes: SFC embeds the 
use of multiple observers, and coders for each question. This 
is designed to enhance the reliability of the code agreed across 
researchers. As differences that emerge across coders will lead 
to notes and explanations of how the code was resolved, the 
notes also enhance the reliability attributed to the resulting data.

2.	 Areas of Uncertainty or Lack of Awareness. Capturing multiple 
(independent) observations at the indicator level also enables 
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the researchers to identify the specific indicators on which 
there was uncertainty (on which two or more observers 
significantly disagreed, for example), and which therefore 
need continued attention, such as in follow-up calls to the 
field work, in order to resolve. In many online or remote 
collection of data these discrepancies would not be known. 
Discrepancies across coders might also be interesting evidence 
of conflicting viewpoints in the country or differences in the 
knowledge base of the participants interviewed. In the example 
of the CMM, this method helps paint an even richer picture of 
cybersecurity maturity in the country and identify problematic 
or uncertain areas of capacity building.

3.	 Capturing Detail at the Indicator Level. For the CMM, as one ex-
ample, each question represents an indicator of one or more 
aspects of maturity. Having an agreed coding for each indicator 
provides more variation and evidence at the indicator level for 
each nation. Individual indicators can then be used alone or in 
some descriptive and comparative analyses, as well in calculating 
maturity levels of their respective aspects.

4.	 Evolvability of Operational Definitions. Coding at the indicator level 
makes it possible to refine and revise any operational definition 
of any variable including each respective question. In the case 
of the CMM, the model can be evolved simply by revising the 
operational definition of aspects, such as moving an indicator 
to be grouped or combined with a different aspect. In addition, 
the team can operationally define why a country is given a par-
ticular maturity code on any given aspect. Since each indicator 
related to a maturity code for any given aspect is recorded, any 
change in the definition of an aspect can be accommodated by 
changing the operational definition – how different indicators are 
combined. In defining an aspect in a new way, using the existing 
indicators, the new aspect can be quickly recalculated to obtain 
a new maturity score defined by the model. Researchers can draw 
from the existing indicators. That is, the model can evolve, and 
the existing indicators can be used to recalibrate maturity levels.

5.	 Precision of Comparisons Over Time and Cross-Nationally. The 
operational definition of indicators and maturity or risk levels will 
enable more reliable and operationally defined variance across 
countries, and more reliable and valid measurements of maturity 
or risk over time and cross-nationally. For instance, by relying 
primarily or only on modified focus groups, the researchers make 
judgmental ratings of the maturity levels of each aspect given the 
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observation of particular „indications” of their level. But this does 
not capture variation on the actual indicator – only that it might 
have been observed. More precise, operational indicators would 
enable less dependence on judgmental ratings and better able 
to capture minor differences cross-nationally and longitudinally. 
For instance, in the example question above, you might find that 
a country had published its strategic plan, another which has not. 
So small variations would be more visible and subject to analysis.

6.	 Transparency and Accountability. SFC leads to national ratings that 
are more transparent and accountable as anyone could see and 
question the operational definitions of ratings, and the indica-
tors used. So SFC would enhance transparency of the data and 
analyses based on cross – national or over-time comparisons.

7.	 Integration of Data from Multiple Sources. One of the most valuable 
advantages is that by enabling the use of multiple data sources in 
coding, it is possible to draw not only from multiple data on the 
same nation but also multiple studies, if conducted concurrently 
by the same or even different research teams, if they used the 
same SFC. A later section of this paper will illustrate its potential for 
integrating the study of national cybersecurity capacity building 
with the study of national cyber risks.

8.	 Integration across Sectors or Infrastructures. Finally, many studies 
of governments or nations cannot study all activities, sectors, or 
infrastructures. A pragmatic but also a valid approach is to identify 
a sample of individuals, departments, sectors, or infrastructures 
to study in more depth, but in ways that can be compared and/or 
aggregated to a higher level of analysis. SFC could be developed to 
ask similar questions about different objects of analysis in ways 
that the answers are more comparable and less problematic to 
aggregate.

2.3.2.	 Limitations of SFC

There are weaknesses or limitations of SFC – it is not a silver 
bullet for resolving major challenges in national and cross-national 
comparative research. These include:

1.	 Limits on Independence of Coders. Each indicator defined by 
a maturity model or risk assessment should be coded by 
two or more independent observers. With at least two indi-
vidual researchers going into the field there is nevertheless 
the likelihood of some bias of individuals to confirm their 
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preconceptions – a confirmatory bias – but also the potential 
for interpersonal influence to undermine the independence of 
the coding. Of course, at the end of the day, researchers need 
to compare codes and resolve differences of opinion, which 
demands some role of interpersonal influence and compromise. 
However, these sessions can be conducted in light of concerns 
over avoiding any confirmatory and group think biases, and 
most other research approaches face the same threats, such 
as how different individuals code group discussions

The potential for any lack of independence is addressed in 
several ways. First, desk research is likely to involve researchers 
beyond the field team. Secondly, the explanations of codes could 
indicate a lack of independence, which would be apparent to 
those beyond the field team drafting the report. Finally, the 
codes and the report based on them will be reviewed by experts 
outside the field team, including experts within the respective 
nations. Judgmental ratings and SFC will be sufficiently transpar-
ent that they will be subject to several stages of accountability.

2.	 Time Demands of Coding. In some respects, the use of two 
independent coders might be viewed as doubling the workload 
on the research team, but this is a compromise that will lead to 
more reliable and valid indicators (Box 1). As discussed in the 
section on the origins of SFC, the risks of a single coder appear 
greater than threats that two coders, but one more coder will 
not eliminate such a risk. Nevertheless, clarifications of codes 
by two coders will add more texture to the meaning of the code 
and the evidence behind it.

3.	 Pressure to Reduce the Number of Indicators. Time demands do 
exert pressure on the study team to minimize the number of 
questions or indicators included in the study. It is a natural 
expectation that subject matter experts in cybersecurity or 
cyber risk will want to be as comprehensive as possible and 
include every conceivably important question. However, there 
reaches a point when the time required in the field surpasses 
that allotted, which threatens the care and precision of the 
coding process. The research team needs to include enough 
indicators to get a reliable estimate of aspects related to those 
indicators but avoid temptations to be comprehensive. It is 
easy to write questions but difficult to answer and code them. 
This creates an inherent problem with the team creating too 
many questions in ways that inadvertently reduce the quality 
of the research. A survey has limits imposed by the time that 
respondents are willing to spend answering questions. This 
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places severe constraints on the number of questions asked 
in surveys, for example. Likewise, a specified time in the field 
places similar constraints on the number of interviews, dis-
cussion groups, and participant – observation that is possible 
in a single nation. The research team must therefore exercise 
considerable discipline in reducing redundancy, tangential 
questions, and exceedingly complex coding issues to ensure 
that the field research is completed. Just as a set of survey 
questions does not need to be comprehensive to provide an 
indication of a behavioural or attitudinal propensity, neither do 
the indicators included for SFC need to be comprehensive. What 
indicators are necessary to make a judgement on the relative 
maturity of a nation in a particular area of cybersecurity?

4.	 Risk of Failing to Gain Multiple Codes. It is possible a researcher 
might fail to get evidence about all indicators, so two observers 
will enhance the likelihood of at least one researcher collecting 
evidence from interviews or observations that can be used for 
coding the indicator. This is a pragmatic reality of field research. 
It is not ideal, but the effort would strive to obtain evidence 
from each researcher on each question, recognizing that this 
will not always be possible in the time allotted to field research, 
and the strategies for gathering data in the field, such as in 
dividing in-depth expert interviews up between the two or 
more researchers. Desk research and post-field research in-
terviews, such a via video conferencing, can be used to address 
any doubts raised by the lack of double coding.

5.	 Limits to the Detail and Precision of Rapid Field Research. Surveys 
are blunt instruments, seldom capable of capturing the precise 
level of detail many journalists, public officials, and other sub-
ject matter experts expect from them. Likewise, any research 
based on multi-methods conducted over a very short period 
of time – such as a few days – cannot be expected to be as 
precise as one would wish. For example, any data collected 
today, might be different tomorrow. Any evidence uncovered 
by two researchers over 2–3 days might miss additional evi-
dence that could have affected the coding of indicators. Any 
period of time chosen for the research might be influenced by 
events in the national context or even the personal situation 
of the person interviewed that would bias the observations, 
such as a change in administration. These limitations need 
to be recognized and efforts should be made to identify any 
problematic data, but the team also needs to realize that they 
cannot be totally overcome.
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6.	 Unknown Knowns. By having a pre-defined “structure”, or sets of 
questions and codes, the study could fail to capture information 
that is pertinent to cybersecurity maturity assessment that 
was not already identified and added to the SFC’s codes. In 
the case of the CMM study, this is addressed in part by con-
tinuing revisions of the underlying model, based on lessons 
learned from past assessments and new technical and legal 
approaches. But SFC does lean heavily on the research team 
having the right pre – conceived notions of what are the best 
indicators of cybersecurity maturity, and not missing any 
key developments. However, discussions gained in in-depth 
interviews and modified-focus groups are recorded and can 
inform each case but would be less likely to be valuable for 
comparative study. Employing a more “grounded theory” ap-
proach, where the participant-observation and related data are 
collected in a more open-ended manner [26], would focus more 
attention on researchers reviewing the interviews, notes and 
discussions in an iterative manner to identify the codes to be 
applied to it. That said, this approach is still framed by the less 
structured ideas that frame the questions and observations of 
the researchers and tend to develop more unique frameworks 
for each case study that could be compared cross-nationally 
but in different, broader, and more thematic ways. Moreover, 
the use of SFC adds numbers to qualitative data. It does not 
erase or substitute for qualitative and other quantitative data 
and observations. What it does do is insist that the researchers 
cover areas defined by the SFC and in this respect it steers data 
and observations in ways that might not be incorporated in 
a more open – ended approach to following the evidence.

2.4.	 SFC Enhanced by Modified Focus Groups

The use of structured field coding (SFC) could complement 
and augment the use of modified-focus groups for field research 
on cybersecurity capacity building, or the use of discussion groups 
focused on cyber risks. Past CMM reviews relied greatly on what the 
GCSCC team has called modified – focus groups, which have several 
limitations that can be reduced using SFC.

The term “modified-focus groups” (MFG) is meant to convey the 
divergence of this approach from traditional focus group methods 
per se, a process invented by a famous sociologist, Robert Merton, 
in the 1950s to study opinion formation, such as study of why people 
support a policy. Standard approaches to focus groups are gener-
ally used to surface a wide range of opinions, through open-ended 
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questions, such as seeking to understand what people understand 
by the concept of cybersecurity or cyber risks. They are excellent 
approaches for understanding how to design a questionnaire, for 
example, a focus group discussion of how the government thinks 
about cybersecurity capacity might help us design more structured 
questions to which individuals could respond.

However, standard focus groups are not designed to reach a con-
sensus on a question or an issue, but to foster a range of opinions. 
The exact opposite aim is the normal rationale for a MFG. MFGs are 
designed to elicit a range of opinions that lead to some consensus, 
such as whether a nation follows a particular practice. Moreover, 
MFGs bringing together individuals from government, business 
and industry, civil society, and academia violate some assumptions 
that underpin the value of collective intelligence. MFGs can bring in 
rich insights beyond the more objective SFC and even though it is 
a challenge to combine the data, the process has led to success in the 
CMM national evaluations based on such criteria as construct validity 
– judged by empirical relationships with other indicators expected to 
be associated with the indicator being measured.

One of the challenges of MFG it that they are also very difficult 
to validly replicate. If a specific field researcher moderating the 
discussion chose to kick off discussions with their own inspired 
prompts and questions, based on the specific context and informal 
discussions, it could skew the entire group. Each focus group could 
be primed somewhat differently and would therefore possibly 
react to somewhat different sets of questions and prompts. They 
can be replicated only in the broadest sense of doing multiple focus 
groups, with each likely to be composed of different sets of indi-
viduals and with the likelihood of being primed by the early state-
ments and questions raised by the participants and moderator. 
Thus, despite such challenges, MFGs work well enough, as reflected 
in the face validity and construct validity of measurements, while 
also playing an important role in awareness raising and network-
ing. In addition, the MFGs provide important indications of the state 
of knowledge in the country and where knowledge gaps might be, 
which can be important to influencing practices. It can be impor-
tant to gain a sense of whether people from a range of sectors are 
generally aware of various strategies, legislation, activities (e.g., 
awareness-raising activities, to understand whether they have 
a good reach) – and not just to know whether these things exist 
by asking the experts. For example, if awareness-raising activities 
exist, but very few people know about them, this could explain any 
lack of success.
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Results
Structured field coding is supported by multi-method, 

multi-sourced data collection, thus seeks to increase validity and 
reliability in critical research. Figure 1 illustrates how multiple data 
sources can feed into judgements made on the coding of a nation 
on any number of criteria. SFC would be used to code each indicator 
of both studies and in doing so, it would convert data from any 
source into a comparable national indicator. That said, some data 
would not need SFC, such as the population of the nation and other 
demographic indicators that would directly fall into the data set if 
they are at the national level of analysis. Since major approaches to 
cybersecurity capacity assessments and cyber risk assessments use 
many of the same data sources, it is feasible to integrate the conduct 
of both assessments to create an integrated national data file (IND).

An example of how operationalization measures of indicators would 
work is given in the following examples. Firstly, an analysis of an 
indicator of the quality of cybersecurity education in a nation. This 
might be feasible to gauge through desk research using existing 
reports, news, and the web and related social media. On the other 
hand, an indicator of Internet use in each respective nation could be 
measured through existing surveys [6], or bespoke surveys created 
by the study team. Rating the indicator of the risk of cyber-attacks, 
along with their likelihood and severity, could be gained through 
NCRA surveys, governmental, business and industry reports, and all 
followed up with expert interviews. The multiple sources, collected 
through multiple methods pool together and strengthen insights.

Data Points in Integrated National Data File
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Figure 1. Data Points from Multiple Sources Including Structured Field Coding
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3.	 Discussion
The development of quantitative data from qualitative 

research is a challenge in the best of circumstances. However, 
using SFC as part of a holistic data collection process, is a challeng-
ing process as it takes funding of trained researchers and a long 
term commitment to support the required levels of data collection 
and analysis.

Structured field coding, even though it has been foundational in 
measuring cybersecurity capacity maturity across many nations 
through various programs, has to potential to do even more as it is 
scalable and comparable. A complete assessment relies on multiple 
methods of data collection. Additionally, this technique could also 
be used to integrate the data collection process in ways that reduce 
duplication (each assessment has some common indicators, such 
as demographics) and create an integrated national data (IND) file 
that would facilitate analysis of the relationships between aspects of 
cybersecurity and capacity building. Policy measures that encourage 
the use of robust measures such as SFC allow nations to measure 
progress in their capacity building efforts. It is possible to maximize 
reliable variance across nations in ways that would better support 
cross-national and longitudinal analysis. These types of analysis are 
essential to better understand the impacts of less direct measures of 
capacity building (e.g., legal changes or educational efforts) impact 
long term outcomes.

4.	 Conclusions
Structured field coding (SFC) provides a robust technique for 

reducing redundancy while enhancing the efficiency and effective-
ness of cross-national comparative studies. It provides a structured 
way to enhance inter-coder reliability across data collected through 
multiple methods. At the same time, does not lose any of the virtues 
of multiple methods, such as focus groups or in-depth interviews. 
And it allows the research to amalgamate data in a documented 
and transparent way across multiple methods to move into a simple 
structured frame. A promising potential application is the integra-
tion of cybersecurity maturity assessments done in conjunction 
with cyber risk assessments. The resulting integrated national data 
file would be more powerful than either one data file on its own in 
supporting a nation’s self-assessment and help bring together a wide 
range of analytical approaches to key questions.
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Abstract
A honeypot is used to attract and monitor attacker activities 

and capture valuable information that can be used to help practice 
good cybersecurity. Predictive modelling of a honeypot system 
based on a Markov decision process (MDP) and a partially observable 
Markov decision process (POMDP) is performed in this paper. Analyses 
over a finite planning horizon and an infinite planning horizon for 
a discounted MDP are respectively conducted. Four methods, includ-
ing value iteration (VI), policy iteration (PI), linear programming (LP), 
and Q-learning, are used in the analyses over an infinite planning 
horizon for the discounted MDP. The results of the various methods 
are compared to evaluate the validity of the created MDP model and 
the parameters in the model. The optimal policy to maximise the to-
tal expected reward of the states of the honeypot system is achieved, 
based on the MDP model employed. In the modelling over an infinite 
planning horizon for the discounted POMDP of the honeypot system, 
the effects of the observation probability of receiving commands, 
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the probability of attacking the honeypot, the probability of the hon-
eypot being disclosed, and transition rewards on the total expected 
reward of the honeypot system are studied.

Keywords

cybersecurity, honeypot, machine learning, Markov decision process, 
partially observable Markov decision process, Q-learning

1.	 Introduction

C ybersecurity is concerned with the privacy and se-
curity of computers or electronic devices, networks, 

and any information that is stored, processed, or exchanged by 
information systems [1]. Parameter design, monitoring, and network 
maintenance are important to network cybersecurity. The detection 
and prevention of attacks are generally more significant than any 
subsequent actions taken after being attacked [2]. It is helpful to ob-
tain as much information as possible from attacks to defend against 
attackers and improve the cybersecurity of information systems [3]. 
A honeypot system can collect information from an attack about 
the attackers and may aid in the practice of robust cybersecurity. 
A honeypot is used to attract attackers and record their activities [4].

Attackers can be attracted to a fake system by a honeypot in the net-
work infrastructure; valuable information can be obtained from them; 
and the information can then be used to improve network security 
[4]. A honeypot constitutes a useful technique or tool to observe the 
spread of malware and the emergence of new exploits. An attacker 
tries to avoid connecting to a honeypot as it can disclose the attacker’s 
tools, methods, and exploits [5]. A honeypot is also a source that can 
be leveraged to build high-quality intelligence against threats, provid-
ing a means for monitoring attacks and discovering zero-day exploits 
[6]. A network honeypot is often used by information security teams 
to measure the threat landscape for the security of their networks 
[7]. One example of a stochastic process method, the MDP, has been 
used for decision-making in cybersecurity. The MDP assumes that 
both defenders and attackers have observable information, although 
this is not true in many applications [8]. In actuality, there may be 
partial observability or an agent's inability to fully observe the state of 
its environment in numerous real situations [9]. In many real-world 
problems, their environmental models are not known. There is a con-
siderable need for reinforcement learning to solve problems where 
agents partially observe the states of their environments (possibly 
due to noise in the observed data). This leaves the outcomes of ac-
tions under uncertainty more dependent on the signal of the current 
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state. The POMDP extends the MDP by permitting a decision-making 
process under uncertain or partial observability [10]. The artificial 
intelligence (AI) world has shown a huge leap recently in the research 
area of the POMDP model [11].

An MDP model for interaction honeypots was created and 
an analytic formula of the gain was derived. The optimal policy was 
decided based on comparing the calculated gain of each policy and 
selecting the one with a maximal gain. The model was then extended 
using a POMDP. One approach to solving the POMDP problem was 
proposed. In this method, the system state was replaced with the 
belief state and the POMDP problem was converted into an MDP 
problem [12]. The efforts in the research of this paper were to fulfil 
predictive modelling of the honeypot system, based on the MDP and 
the POMDP. Various methods and algorithms were used, including VI, 
PI, LP, and Q-learning in the analyses of the discounted MDP over an 
infinite planning horizon. The results of these algorithms were eval-
uated to validate the created MDP model and its parameters. In the 
modelling of the discounted POMDP over an infinite planning horizon, 
the effects of several important parameters on the system’s total 
expected reward were studied. These parameters include the obser-
vation probability of receiving commands, the probability of attack-
ing the honeypot, the probability of the honeypot being disclosed, 
and the transition rewards. The analyses of the MDP and POMDP in 
this paper were conducted using the 𝑅 language and 𝑅 functions. 
This paper is organised as follows: the second section introduces the 
methods of MDP and POMDP; Section 3 presents a created MDP model 
of the system and the parameters in the model; Section 4 shows the 
analyses of the system based on the MDP method; Section 5 presents 
analyses of the system based on the POMDP method, and the final 
section is the conclusion.

2.	 Methods
2.1	 The MDP

The MDP method is one of the most significant methods 
employed in artificial intelligence (especially machine learning). The 
MDP is described using the tuple <𝑆, 𝐴, 𝑇, 𝑅, 𝛾> [13–15]:

•	 𝑆 is the states’ set.
•	 𝐴 is the actions set.
•	 𝑇 is the transition probability from the state 𝑠 to the state 𝑠 ′ (𝑠 

∈ 𝑆, 𝑠′ ∈ 𝑆) after action 𝑎 (𝑎 ∈  𝐴).
•	 𝑅 is an immediate reward after action 𝑎, and
•	 𝛾 (0 < 𝛾 <  1) is the discounted factor.
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An optimal policy is the goal of the MDP that maximises the total 
expected reward. An optimal policy over a finite planning horizon 
maximises the vector of the total expected reward until the horizon 
ends. The total expected reward (discounted) for an infinite planning 
horizon is employed to evaluate the gain of the discounted MDP in 
this paper.

2.2.	 The Algorithms of the MDP

VI, PI, LP, and Q-learning have been the algorithms utilised 
to find an optimal policy for the MDP. Theoretically, the results of the 
four kinds of algorithms should be the same. However, the results 
obtained using the algorithms may potentially differ with a great 
value, or convergence problems may potentially occur during the 
iterative process if the created MDP model is unreasonable, owing 
to unsuitable structure or incorrect model parameters. Thus, all the 
algorithms are employed, and their results are evaluated to validate 
the model constructed in this paper.

VI: An optimal policy for the MDP can be achieved by utilizing VI when 
the planning horizon is finite. In principle, the four algorithms (VI, PI, 
LP, and Q-learning) can be employed to find the optimal policy when 
the planning horizon is infinite. VI utilises the following equation of 
value iterations [16–18] to calculate the total expected reward for 
each state:

𝑉(𝑠)∶= 𝑚𝑎𝑥𝑎 ∑𝑠′ 𝑇(𝑠, 𝑎, 𝑠′)(𝑅(𝑠, 𝑎, 𝑠′) + 𝛾𝑉(𝑠′))� (1)

where 𝑇(𝑠, 𝑎, 𝑠′) is the transition probability from state 𝑠 to state 𝑠′ 
after action 𝑎. 𝑅(𝑠, 𝑎, 𝑠′) is the immediate reward of the transition. 
𝑉(𝑠) and 𝑉(𝑠′) are the total expected reward in state 𝑠 and state 𝑠′, 
respectively. When the value difference between two consecutive 
iterative steps is lower than the given tolerance, the iteration will 
be stopped.

PI: A better policy is found using PI, through comparing the current 
policy to the previous one. PI generally begins arbitrarily with an 
initial policy and then policy evaluation and policy improvement are 
followed. The process of iterations continues until the same policy 
is obtained for two successive policy iterations, indicating that the 
optimal policy has been achieved. For each state 𝑠, Equation (2) is 
used for policy evaluation and Equation (3) is used for updating the 
policy (policy improvement) [16, 18].

𝑉(𝑠) ∶= 𝑚𝑎𝑥𝑎 ∑𝑠′ 𝑇(𝑠, 𝜋(𝑠), 𝑠′)(𝑅(𝑠, 𝜋(𝑠), 𝑠′) + 𝛾𝑉(𝑠′))� (2)

35

Predictive Modelling of a Honeypot System Based on a Markov Decision Process…



www.acigjournal.com   ACIG, VOL. 2, NO. 1, 2023   DOI: 10.5604/01.3001.0016.2027 

where 𝜋(𝑠) is an optimal policy of state 𝑠.

𝜋(𝑠) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎 (Σ𝑠′ 𝑇 (𝑠, 𝑎, 𝑠′)(𝑅(𝑠, 𝑎, 𝑠′) + 𝛾𝑉(𝑠′)))� (3)

LP: Since the MDP can be expressed as a linear program, the LP can 
find a static policy through solving the linear program. The following 
LP formulation [19] is used to find the optimal value function:

Solve
min Σs∀S 𝑉(𝑠)� (4)

𝑉

subject to
𝑉(𝑠) ≥ 𝑅(𝑠, 𝑎, 𝑠′) + 𝛾 Σ𝑠′ ∈s 𝑇(𝑠, 𝑎, 𝑠′) 𝑉(𝑠′)� (5)

Q-learning: It is used to achieve the best policy with the greatest 
reward. It is a reinforcement learning method and allows an agent 
to learn the Q-value function that is an optimal action-value func-
tion. Q-learning can also be applied to non-MDP domains [20]. The 
action-value function

𝑄(𝑠, 𝑎) is expressed as follows [21]:

𝑄(𝑠, 𝑎) = Σ𝑠′ 𝑇 (𝑠, 𝑎, 𝑠′)(𝑅(𝑠, 𝑎, 𝑠′) + 𝛾𝑉(𝑠′))� (6)

𝑄(𝑠, 𝑎) can be initialised arbitrarily (for example, 𝑄(𝑠, 𝑎) = 0, ∀𝑠 ∈ 𝑆, ∀𝑎 
∈ 𝐴). From state 𝑠 to state 𝑠′, a Q-learning update can be defined as 
follows [21, 22]:

𝑄 (𝑠, 𝑎) := (1 – 𝛽)𝑄(𝑠, 𝑎) + 𝛽 [𝑅(𝑠, 𝑎) + 𝛾max 𝑄 (𝑠′, a)]� (7)

where 𝛽 ∈  (0, 1) represents the learning rate. The best action 𝑎 at 
state 𝑠 can be chosen according to the optimal policy 𝜋(𝑠). The iter-
ative process continues until the final step of episode. The optimal 
policy is described as follows:

𝜋(𝑠) = 𝑎𝑟𝑔 max 𝑄 (𝑠, 𝑎)� (8)

2.3.	 The POMDP

A POMDP can be thought as a generalisation of an MDP, 
permitting state uncertainty in a Markov process [23]. In POMDP ap-
plications, the objective is generally to obtain a decision rule or policy 
to maximise the expected long-term reward [24]. In the POMDP, the 
belief state is a distribution of probabilities over all possible states. 
An optimal action relies only on the current belief state [25].

𝑎

𝑎∈𝐴

36

Lidong Wang    Reed Mosher    Patti Duett    Terril Falls



www.acigjournal.com   ACIG, VOL. 2, NO. 1, 2023   DOI: 10.5604/01.3001.0016.2027

The POMDP was defined as a tuple <𝑆, 𝐴, 𝑇, 𝑅, 𝑂, 𝐵, 𝛾> [26]:

•	 𝑂 = {𝑜1, 𝑜2, …,𝑜k} is an observation set.

•	 𝐵 is a set of conditional observation probabilities 𝐵(𝑜|𝑠′, 𝑎). 𝑠 ′ is 
the new state after the state transition 𝑠 → 𝑠′, 𝑜 ∈ 𝑂.

•	 𝑆, 𝐴, 𝑇, 𝑅, and 𝛾 are the same as those in the tuple of MDP.

After having taken the action a and observing 𝑜, the belief state 
needs to be updated. If 𝑏(𝑠) is the previous belief state, then the new 
belief state [25]) is given by

𝑏′(𝑠′) = 𝛼𝑃(𝑜|𝑠′) ∑𝑠 𝑃(𝑠′|𝑠, 𝑎) 𝑏(𝑠)� (9)

where 𝛼 is a normalizing constant that makes the belief state sum to 1.

The goal of POMDP planning is to obtain a sequence of actions 
{𝑎0, 𝑎2, …,𝑎𝑡} at time steps that maximise the total expected reward [27], 
i.e., we choose actions that give

max 𝐸 [∑ 𝑡=0𝛾t𝑅(𝑠t, 𝑎t)]� (10)

where 𝑠t and 𝑎𝑡 are the state and the action at time 𝑡, respectively.

The optimal policy brings up the greatest expected reward for each 
belief state, which is the solution to the Bellman optimality equation 
through iterations beginning at an initial value function for an initial 
belief state. The equation can be formulated as [12]:

𝑉(𝑏) =max𝑎∈𝐴 [𝑏(𝑠)𝑅(𝑠, 𝑎)+𝛾∑ 𝑜∈O𝑃(𝑜|𝑏,𝑎)𝑉(𝑏′)]� (11)

3.	 The MDP Model of the Honeypot System
3.1	 The Structure of the MDP Model

The honeypot system is a network-attached system that is 
put in place to lure attackers. A botnet is utilised to forward spam, 
steal data, etc. A botmaster keeps a bot online. A honeypot has three 
states [12]:

•	 State 1: Not attacked yet (waiting for an attack to join the 
botnet).

•	 State 2: Compromised (becoming a member of the botnet).
•	 State 3: Disclosed (not the botnet’s member anymore) due 

to the real identity having been discovered or interactions 

∞
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with the botmaster having been lost for an extended period 
of time.

A honeypot can take one of the following actions at each state:

•	 Action 1: Allows a botmaster to compromise the honeypot 
system and to implement commands.

•	 Action 2: Does not allow the botmaster to compromise the 
system.

•	 Action 3: Reinitialised as a new honeypot and reset to the 
initial state.

A model of the honeypot system is established based on the MDP. Fig. 
1 shows the state transitions of the states (1, 2, and 3) resulted from 
each of the actions (Action 1, Action 2, and Action 3).

Figure 1. The state transitions due to each of the three actions: (a) Action 1, (b) 
Action 2, and (c) Action 3.

3.2.	 State Transition Matrix and Reward Matrix

The transitions between the states in the created model of 
the system rely on one of the actions and on two important proba-
bilities [12]. State 1 cannot be transitioned to State 3 directly; State 3 
cannot be transitioned to State 2. The probability of a transition from 
State 3 to State 1 is 0 (under Action 1 or Action 2) or 1 (under Action 
3). The following is a description of the two important probabilities:

1.	 𝑃𝑎: the probability of attacking the honeypot.
2.	 𝑃𝑑: the probability of the honeypot being disclosed.

The benefit and expenses due to the state transitions or self-transi-
tions are as follows [12]:

3

1 2

(a)

3

1 2

(b)

3

1 2

(c)
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1.	 𝐸𝑜: the operation expense due to running, deploying, and 
controlling a honeypot.

2.	 𝐸𝑟: the expense in reinitializing a honeypot.

3.	 𝐸𝑙: the expense in liability when a honeypot operator becomes 
liable for implementing a botmaster’s commands if those 
commands include illicit actions.

4.	 𝐵𝑖: the benefit of information when a honeypot collects an 
attacker’s information regarding techniques, codes, and tools.

The state transition probability matrix 𝑇 and the reward matrix 𝑅 
under each action are formulated as follows:

1.	 𝑇 and 𝑅 under Action 1 are

𝑇𝑇 =
0

0 1 0
0 0 1

1 – 𝑃𝑃𝒂𝒂 𝑃𝑃𝒂𝒂 � (12)

𝑅𝑅 = 0 0
0

0 – 𝐸𝐸0

– 𝐸𝐸0
𝐵𝐵𝒊𝒊 – 𝐸𝐸0 – 𝐸𝐸𝒍𝒍

0

𝐵𝐵𝒊𝒊 – 𝐸𝐸0 � (13)

2.	 𝑇 and 𝑅 under Action 2 are

𝑇𝑇 = 0
0

1 – 𝑃𝑃𝒅𝒅
0

0 0
𝑃𝑃𝒅𝒅
1

1 � (14)

𝑅𝑅 = 0
0

𝐵𝐵𝒊𝒊 – 𝐸𝐸0

0

– 𝐸𝐸0

– 𝐸𝐸0
𝐵𝐵𝒊𝒊 – 𝐸𝐸0

0

0 � (15)

3.	 𝑇 and 𝑅 under Action 3 are

𝑇𝑇 = 1
0

0
0

0 0
0
0

1 � (16)

𝑅𝑅 = 𝐵𝐵𝒊𝒊 – 𝐸𝐸𝒓𝒓
– 𝐸𝐸𝒓𝒓

0
0

0

– 𝐸𝐸𝒓𝒓
0
0

0 	�  (17)
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4.	 Analyses of the Honeypot System 
Based on MDP
4.1	 MDP-based Analyses over an Infinite Planning Horizon

Let 𝑃𝑎= 0.6, 𝑃𝑑= 0.6, 𝐸𝑜= 1, 𝐸𝑟= 2.5, 𝐵𝑖= 16, 𝐸𝑙= 14, and 𝛾 = 0.85. Analyses 
are performed using the 𝑅 language and its functions. By substi-
tuting the data into equations (12–17), the values of 𝑇 and 𝑅 under 
various actions (due to various policies) can be computed:

𝑇 and 𝑅 under Action 1 become

𝑇𝑇 ,=
0
0
1

𝑅𝑅 =
0

0 1 0
0 0 –1

0
0

0.4
1
0

0.6 –1 15

𝑇 and 𝑅 under Action 2 are

𝑇𝑇 ,=
0

0.6
1

𝑅𝑅 =
0

0 15 –17
0 0 –1

0
0

0
0.4
0

0 –1 0

𝑇 and 𝑅 under Action 3 are

𝑇𝑇 ,=
0
0
1

𝑅𝑅 =
0

–18.5 0 0
–2.5 0 0

1
1

1
0
0

0 –2.5 0

Various policies are evaluated, and Tab. 1 shows the result of the 
total expected rewards for states with various policies. For example, 
the policy c (1, 1, 3) indicates that Action 1, Action 1, and Action 3 are 
taken on State 1, State 2, and State 3, respectively. 𝑉1, 𝑉2, and 𝑉3 
represent the total expected reward for State 1, State 2, and State 3, 
respectively.

Table 1. The total expected reward of each state for four various policies (𝜸 = 0.85). 

Policy 𝑐 (1, 1, 2) 𝑐 (1, 1, 3) 𝑐 (1, 2, 3) 𝑐 (2, 1, 3)

𝑽1 18.1818 18.1818 13.4431 -6.6667

𝑽2 6.6667 6.6667 0.5342 6.6667

𝑽3 -6.6667 12.9545 8.9266 -8.1667

The four kinds of algorithms (VI, PI, LP, and Q-learning) can be im-
plemented using the values of 𝑇 and 𝑅 under various actions. These 
algorithms are used in this paper and the optimal policy achieved 
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using the four algorithms is c (1, 1, 3) in each case. The results for the 
total expected rewards for each state are compared to evaluate the 
validity of the MDP model in this paper. The results of the honeypot 
system (based on a discounted MDP with 𝛾 = 0.85) over an infinite 
planning horizon are shown in Tab. 2.

VI consists of solving Bellman’s equation iteratively. Jacob’s algorithm 
and Gauss-Seidel’s algorithm are employed in the VI method respec-
tively, so that there are two variants of VI algorithm employed. In 
Gauss-Seidel’s value iterations, 𝑉(𝑘+1) is used instead of 𝑉(𝑘) when-
ever this value has been calculated; k is the iteration number. In this 
situation, the convergence speed is enhanced. It is also shown that 
its accuracy is improved in comparison to Jacob’s algorithm (Tab. 2.). 
The result of Gauss-Seidel’s value iteration algorithm shows that 
the total expected reward is 18.1818 (the highest value) if the MDP 
starts in state 1 while it is 6.6667 (the lowest value) if the MDP starts 
in state 2. The Q-learning result in Table 2 was obtained when the 
number of iterations was 150,000. The results of the VI (Gauss-Seidel 
algorithm), PI, and LP are the same, and very close to the Q-learning 
result, indicating the MDP model created is valid, and that the model 
parameters are indeed suitable.

Table 2. Analyses of the honeypot system based on various algorithms over an 
infinite planning horizon (𝜸 = 0.85) 

Algorithm 𝑽1 𝑽2 𝑽3

VI ( Jacob algorithm) 17.9622 6.4470 12.7349

VI (Gauss-Seidel algorithm) 18.1818 6.6667 12.9545

PI 18.1818 6.6667 12.9545

LP 18.1818 6.6667 12.9545

Q-learning 18.1699 6.6667 12.9206

4.2.	 The MDP-based Analysis for the Honeypot 

System over a Finite Planning Horizon

The above data regarding probabilities, the benefit, and ex-
penses (i.e., 𝑃𝑎, 𝑃𝑑, 𝐸𝑜, 𝐸𝑟, 𝐵𝑖, and 𝐸𝑙) are also utilised in the analysis of 
the system with the discount 𝛾 = 0.85 over a finite planning horizon 
based on the MDP method. Tab. 3 shows the total expected rewards 
of the three states that were calculated using value iterations over 
a 50-step planning horizon. 𝑉1(𝑛), 𝑉2(𝑛), and 𝑉3(𝑛) are the total ex-
pected reward at step n for State 1, State 2, and State 3, respectively. 

41

Predictive Modelling of a Honeypot System Based on a Markov Decision Process…



www.acigjournal.com   ACIG, VOL. 2, NO. 1, 2023   DOI: 10.5604/01.3001.0016.2027 

It is shown that the total expected rewards 𝑉1(𝑛), 𝑉2(𝑛), and 𝑉3(𝑛) are 
very close to 𝑉1, 𝑉2, and 𝑉3 for the infinite planning horizon in Tab. 2 
when epoch 𝑛 ≤ 20.

Table 3. Total expected rewards for three states calculated using value iterations 
over a 50-step planning horizon (𝜸 = 0.85). 

Epoch 𝒏 𝑽1(𝒏) 𝑽2(𝒏) 𝑽3(𝒏)

0 18.1798 6.6647 6.6647 

5 18.1774 6.6622 6.6622 

10 18.1718 6.6567 6.6567 

15 18.1592 6.6441 6.6441 

20 18.1309 6.6158 6.6158 

25 18.0672 6.5520 6.5520 

30 17.9234 6.4083 6.4083 

35 17.5995 6.0843 6.0843 

40 16.8691 5.3542 5.3542 

45 15.1715 3.7086 3.7086 

46 14.5479 3.1866 3.1866 

47 13.6351 2.5725 2.5725 

48 12.0340 1.8500 1.8500 

49 8.6 1.0 1.0 

50 0 0 0 

5.	 Analyses of the Honeypot System 
Based on the POMDP
5.1	 Observations and Observation Probabilities 

in the Honeypot System

The POMDP model of the system is based on the MDP model 
shown in Fig. 1, and observations as well as observation probabilities 
are considered to model uncertainty in the POMDP model. Three 
observations [12] are employed to compute and monitor the system 
belief state:
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•	 Unchanged: The honeypot does not have any observed change, 
indicating it is still in the waiting state (State 1).

•	 Absence: It means an absence of botmasters’ commands after 
the honeypot was compromised. This situation can be due to 
1) the honeypot being detected and disconnected from the 
botnet, or 2) botmasters being busy with other things (for ex-
ample, compromising other machines), leading to uncertainty in 
determining whether the honeypot is in State 2 (compromised) 
or State 3 (disclosed).

•	 Commands: After the honeypot is compromised, it receives the 
command information from a botmaster, indicating that it is not 
disclosed yet and still in State 2.

In State 2, the probability of receiving commands is denoted by 𝑃𝑜𝟷, 
while the probability of absence is denoted by 𝑃𝑜𝟸. Therefore, we 
have the following observation probabilities:

For the honeypot in State 1:
𝑃(Unchanged) = 1, 𝑃(Commands) = 𝑃(Absence) = 0

For the honeypot in State 2:
𝑃(Unchanged) = 0, 𝑃(Commands) =𝑃𝑜𝟷
P(Absence) = 𝑃𝑜𝟸 = 1 − 𝑃𝑜𝟷

For the honeypot in State 3:
𝑃(Unchanged) = 𝑃(Commands) = 0, 𝑃(Absence) = 1

5.2.	 Analyses Based on Various Solution Methods 

of the POMDP over An Infinite Planning Horizon

Analyses over an infinite planning horizon for a discounted 
POMDP of the honeypot system are performed. Let 𝑃𝑎= 0.6, 𝑃𝑑= 0.6, 
𝐸𝑜= 1, 𝐸𝑟= 2.5, 𝐵𝑖= 16, 𝐸𝑙= 14, and 𝛾 = 0.85. The following solution 
methods or algorithms [23, 24, 26–29, 30] are used to solve the 
POMDP problem: Grid, Enumeration, Two Pass, Witness, Incremental 
Pruning, and SARSOP. The total expected reward of the honeypot 
system based on POMDP is denoted by 𝑉𝑡 in this paper. The values 
of 𝑉𝑡 at three different observation probabilities of receiving com-
mands (𝑃𝑜𝟷 = 0.5, 0.6, and 0.7) are computed using various solution 
methods of POMDP. The result of 𝑉𝑡 is shown in Tab. 4. The values 
of Incremental Pruning and SARSOP are very close to the results of 
the other four methods and the results of the four methods are 
the same.
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Table 4. The total expected reward of the honeypot system based on various 
solution methods of POMDP. 

Methods 𝑽𝒕 (𝑷𝒐𝟏 = 0.5) 𝑽𝒕 (𝑷𝒐𝟏 = 0.6) 𝑽𝒕 (𝑷𝒐𝟏 = 0.7)

Grid 9.850447 10.187263 10.449232 

Enumeration 9.850447 10.187263 10.449232 

Two Pass 9.850447 10.187263 10.449232 

Witness 9.850447 10.187263 10.449232 

Incremental Pruning 9.848475 10.185292 10.447260 

SARSOP 9.850403 10.187213 10.449210 

5.3.	 The Analysis for the Honeypot System with Various 

Observation Probabilities of Receiving Commands

The total expected reward 𝑉𝑡 of the honeypot system with var-
ious observation probabilities of receiving commands (𝑃𝑜𝟷) is analysed 
for the discounted POMDP over an infinite planning horizon. Grid is used 
to solve the POMDP problem. It tries to approximate the value function 
over an entire state space according to the estimation for a finite num-
ber of belief states on the chosen grid [31]. The following data are used 
in the analysis: 𝑃𝑎= 0.6, 𝑃𝑑= 0.6, 𝐸𝑜= 1, 𝐸𝑟= 2.5, 𝐵𝑖= 16, 𝐸𝑙= 14, and 𝛾 = 0.85; 
𝑃𝑜1 =  0.1, 0.2, 0.3, …, 0.9. Figure 2 shows that the total expected reward 
𝑉𝑡 of the honeypot system increases as the observation probability 
(𝑃𝑜𝟷) of receiving commands rises. In the following sections of this 
paper, the Grid method is also used in solving the POMDP problem.

Figure 2. The total expected reward 𝑉𝑡 of the honeypot system at various 𝑃𝑜𝟷.

5.4.	 Analyses for the System with Various 𝑷𝒂 and 𝑷𝒅
An analysis for the discounted POMDP with various 𝑃𝑎 over an 

infinite planning horizon is conducted. The following data are utilised: 
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𝑃𝑑= 0.6, 𝐸𝑜= 1, 𝐸𝑟= 2.5, 𝐵𝑖= 16, 𝐸𝑙= 14, and 𝛾 = 0.8 5. The total expected 
reward 𝑉𝑡 of the honeypot system at various 𝑃𝑎 for various 𝑃𝑜𝟷 is 
analysed and the result is shown in Fig. 3. 𝑉𝑡 increases with higher 
values of 𝑃𝑎, although the rate of increase steadily diminishes. The 
increased 𝑃𝑎 provides the honeypot with more opportunities for 
collecting valuable information about attackers. 𝑉𝑡 is larger when 
𝑃𝑜𝟷 is larger.

Figure 3. The  total expected reward 𝑽𝒕 of the honeypot system at various 𝑷𝒂.

Let 𝑃𝑎= 0.6, 𝐸𝑜= 1, 𝐸𝑟= 2.5, 𝐵𝑖= 16, 𝐸𝑙= 14, and 𝛾 = 0.85. The 𝑉𝑡 at various 
𝑃𝑑 for various 𝑃𝑜𝟷 is analysed over an infinite planning horizon, and 
Figure 4 shows the results. 𝑉𝑡 is higher when 𝑃𝑜𝟷 is higher, but the 
value of 𝑉𝑡 when 𝑃𝑜𝟷 = 0.1 is very close to that of 𝑉𝑡 when 𝑃𝑜𝟷 = 0.5 
(if 𝑃𝑑 < 0.5). For 𝑃𝑜𝟷 = 0.1, 𝑉𝑡 falls as 𝑃𝑑 is increased from 0.1 to 0.8 and is 
unchanged when 𝑃𝑑 moves from 0.8 to 0.9; for 𝑃𝑜𝑐 = 0.5, 𝑉𝑡 decreases 
as 𝑃𝑑 is increased from 0.1 to 0.6 and is unchanged as 𝑃𝑑 goes from 
0.6 to 0.9; for 𝑃𝑜𝟷 = 0.9, 𝑉𝑡 declines as 𝑃𝑑 is increased from 0.1 to 0.5, 
though it does not change as 𝑃𝑑 moves from 0.5 to 0.9. There is no 
significant difference in 𝑉𝑡 for 𝑃𝑜𝟷 = 0.5 and 𝑃𝑜𝟷 = 0.9 when 𝑃𝑑 changes 
from 0.5 to 0.9.

Figure 4. The total expected reward 𝑉𝑡 of the honeypot system at various 𝑃𝑑.
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5.5.	 Analyses for the System with Various 

Transition Rewards

Analyses for the honeypot system with various transition 
rewards over an infinite planning horizon are performed. The fol-
lowing data are utilised: 𝑃𝑎= 0.6, 𝑃𝑑= 0.6, 𝐸𝑜= 1, 𝐸𝑟= 2.5, 𝐸𝑙= 14, and 
𝛾 = 0.85. The total expected reward 𝑉𝑡 at various 𝑃𝑎 for various 𝑃𝑜𝟷 
is analysed, and the results are shown in Fig. 5. 𝑉𝑡 initially increases 
slightly (𝐵𝑖 < 14) and then more rapidly (𝐵𝑖 > 14) with the increase of 
𝐵𝑖. 𝑉𝑡 for various 𝑃𝑜𝟷(0.1, 0.5, and 0 .9) is the same when 𝐵𝑖 = 10, 11, and 
12. 𝑉𝑡 is the same for 𝑃𝑜𝟷 = 0.1 and 0 .5 when 𝐵𝑖 = 13. When 𝐵𝑖 > 13, 𝑉𝑡 is 
larger if 𝑃𝑜𝑐 is larger.

Figure 5. The total expected reward 𝑉𝑡 of the honeypot system 𝑉𝑡 at various 𝐵𝑖.

Let 𝑃𝑎= 0.6, 𝑃𝑑= 0.6, 𝐸𝑜= 1, 𝐸𝑟= 2.5, 𝐵𝑖= 16, and 𝛾 = 0.85. The total 
expected reward 𝑉𝑡 at various 𝐸𝑙 for various 𝑃𝑜𝟷 is analysed over an 
infinite planning horizon and Figure 6 shows the results. 𝑉𝑡 decreases 
when 𝐸𝑙 is increased from 12 to 16. 𝑉𝑡 is the same for 𝑃𝑜𝟷 = 0.1 and 
0.5 as 𝐸𝑙 rises from 17 to 20. It is the same for all the three values of 
𝑃𝑜𝟷(0.1, 0.5, and 0 .9) when 𝐸𝑙 goes from 19 to 20.

Figure 6. The total expected reward 𝑉𝑡 of the honeypot system at various 𝐸𝑙.
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6.	 Conclusion
The MDP-based predictive modelling for the honeypot sys-

tem has demonstrated that the model and algorithms in this paper 
are suitable for performing analyses over both a finite planning 
horizon and an infinite planning horizon (for a discounted MDP), and 
that they are effective at finding an optimal policy and maximizing 
the total expected rewards of the states of the honeypot system. The 
results of the total expected reward using Gauss-Seidel’s algorithm 
of VI, PI, and LP are the same, and the result of Q-learning is very 
close to the same result, indicating the MDP model created in this 
paper is valid and that the model parameters are suitable.

In the predictive modelling of the honeypot system based on the 
discounted POMDP over an infinite planning horizon, the total expect-
ed reward 𝑉𝑡 of the honeypot system increases with the increase of 
the observation probability of receiving commands (𝑃𝑜𝟷). It also 
rises as 𝑃𝑎 is increased or 𝐵𝑖 is increased. The increased 𝑃𝑎 leads to 
more opportunities for the honeypot to collect valuable information 
about attackers. As 𝑃𝑑 increases, 𝑉𝑡 declines at first and then levels 
out. As 𝐸𝑙 increases, 𝑉𝑡 decreases by successively smaller amounts 
until it eventually flattens out.
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Abstract
In this paper, an overview of artificial immune systems (AIS) 

used in intrusion detection systems (IDS) is provided, along with 
a review of recent efforts in this field of cybersecurity. In particular, 
the focus is on the negative selection algorithm (NSA), a popular, 
prominent algorithm of the AIS domain based on the human immune 
system. IDS offer intrusion detection capabilities, both locally and in 
a network environment. The paper offers a review of recent solutions 
employing AIS in IDS, capable of detecting anomalous network traf-
fic/breaches and operating system file infections caused by malware. 
A discussion regarding the reviewed research is presented with an 
analysis and suggestions for further research, and then the work 
is concluded.

Keywords

artificial immune systems, cybersecurity, intrusion detection, negative 
selection, malware

1.	 Introduction

IN  the contemporary digital era, computer systems 
enjoy immense popularity. However, this wide-

spread use has not come without drawbacks, as it has attracted 
actors with various motivations, many of whom frequently seek 
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unauthorised access to user data. The threat to computer systems 
doesn’t just stem from individuals desiring to remotely control 
compromised workstations but is also posed by malicious software, 
commonly known as malware.

In response to these escalating threats, there has been significant 
development in intrusion detection systems (IDS) over the past few 
decades. These systems are dedicated to identifying and combatting 
both network and local infections, representing a crucial and rapidly 
evolving category of software within the cybersecurity domain. IDS 
employ a range of strategies for threat mitigation, which may include, 
for instance, the filtering of network packets based on predefined 
rules, or utilising a database of antivirus software signatures.

However, these traditional methods often fall short in detecting 
novel or previously unidentified threats. This limitation initiated the 
development of the first IDS inspired by artificial immune systems 
(AIS), conceptualised to overcome the constraints of their predeces-
sors. IDS that incorporate AIS typically rely on algorithms, such as the 
negative selection algorithm (NSA) [1], positive selection [2], or clonal 
selection [3], all of which draw inspiration from biological immune 
systems. The need to study AIS in intrusion detection for cyberse-
curity arises from their adaptability and learning capabilities, which 
are crucial for countering evolving cyber threats. Unlike traditional 
systems that rely on known threat patterns, AIS can identify and 
adapt to new/unknown threats in a similar way to biological immune 
responses. These capabilities are especially vital in tackling zero-day 
attacks and advanced cyber threats that evade conventional detec-
tion methods. Also, the self-organising nature of AIS enables auton-
omous operation which may be essential in large-scale networking 
environments where manual monitoring is impractical. The ability 
of AIS to reduce false positives and their resilience against advanced 
evasion methods further highlights their suitability for modern 
applied cybersecurity.

Of the aforementioned algorithms, the NSA approach in particular 
has garnered substantial attention from the global scientific commu-
nity. This algorithm functions by generating a collection of receptors, 
serving as the cyber equivalent of antibodies and T lymphocytes in 
a biological immune framework. The concept hinges on the principle 
that these digital “receptors” can identify and flag non-self elements, 
akin to how a living organism’s immune system detects and responds 
to pathogens. This innovation marks a significant stride forward in 
ensuring cybersecurity by mimicking the resilience and adaptability 
of biological immune responses.
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The generation of these receptors within the system can be accom-
plished through various methodologies: some may be randomly cre-
ated [4], others might be pattern-based [5], among other techniques. 
Furthermore, these receptors operate based on a parameter known 
as the activation threshold. Depending on the specific implemen-
tation, this threshold may be fixed [6] or varying [7]. However, the 
application of these solutions has frequently encountered limitations, 
such as constraints related to the size of the processed files or the 
presence of vulnerabilities that result in a high percentage of unde-
tectable infections.

To overcome these limitations, the past decade or so has witnessed 
the emergence of numerous modifications to the NSA, which incorpo-
rate various enhanced learning methods for training the receptor set. 
These methods include the use of real-values [8], Voronoi diagrams 
[9], two-stage training [10], hierarchical clustering [11], genetic al-
gorithms [12], and mechanisms of adaptive immunoregulation [13]. 
These solutions are geared towards finding the most effective ways 
to train receptors, with a prevailing emphasis on approaches that 
employ variable activation thresholds. The result is an increasingly 
sophisticated system capable of processing large files and mitigat-
ing vulnerabilities.

The aim of this paper is to provide an overview of artificial immune 
systems used in intrusion detection systems, particularly the neg-
ative selection algorithm, and to provide a review of efforts in this 
field with regard to local and network applied cybersecurity.

2.	 Background
The fundamental concept that necessitates definition is the 

security of a computer system. But first, we need to describe what 
we mean by a computer system. A computer system is defined as 
an integrated set of hardware and software components that work 
together to enable users to perform specific computational tasks 
[14]. An individual instance of a computer system, which might be 
a personal computer or a high-performance setup for more de-
manding tasks, is often referred to as a computing device or simply 
a computer.

The components of a computer system are divided into physical and 
logical categories [14]. The physical category encompasses computer 
hardware like the motherboard, RAM, processor, and hard drive [15]. 
In contrast, the logical category involves various types of data and 
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software: this includes the configuration of physical components 
(such as UEFI/BIOS settings), system firmware, the operating system 
that manages the computer’s functions, and user data stored on the 
hard drive [14, 15].

Computer system security denotes the system’s resilience to various 
threats and unauthorised access [16]. The process of securing a sys-
tem is a comprehensive effort directed towards the safeguarding 
of both the hardware components and the data contained within 
the computing device [16]. Thus, when we discuss computer system 
security, this encompasses the safety protocols for both physical 
hardware and the data processed and stored by the system.

Physical security is typically ensured by protecting the computing 
device from unauthorised physical access by third parties. Data secu-
rity, however, is a multifaceted challenge. It is not solely dictated by 
the configuration of UEFI/BIOS, firmware, and the operating system. 
Instead, it includes a broader suite of protective measures. These 
can span data encryption, establishment of stringent access controls, 
network security measures, secure communication protocols, regu-
lar software updates, and the implementation of secure data storage 
and transmission practices.

Several fundamental aspects comprise computer system security [5]:

•	 Availability – a computer system should ideally provide unin-
terrupted access to its resources and data for authorised users,

•	 Data confidentiality – the system should ensure the confidenti-
ality of user data, preventing access by unauthorised individuals,

•	 Integrity – data within the system should be protected against 
unwanted alterations, whether it is deletion, overwriting, or 
corruption,

•	 Accurate threat classification – security software should strive 
to minimise instances of false positive detections,

•	 Accountability – the computer system should have a built-in 
logging mechanism so that in the event of a security breach, 
it is possible to detect the incident and identify potential 
culprits.

Depending on certain factors, it might be essential to focus on specif-
ic aspects of security mentioned above. For instance, if a workstation 
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is used for data archiving, it might be crucial to concentrate on the 
integrity aspect of the system’s data. A computer system’s security 
policy is determined by the security aspects the system administrator 
focuses on [17].

An intrusion, or breach, refers to the act of unauthorised individuals 
accessing a computer system’s data. It is important to note that “ac-
cess” doesn’t just refer to data viewing but also includes modifying 
or deleting them. In such instances, there is a violation of availability, 
data confidentiality, and system integrity principles. Intrusions can 
be committed directly by human actors (like hackers) or automated 
threats (using malware-type software). Breaches carried out by 
malicious software often serve as preliminary intrusions, paving the 
way for human actors to access data unauthorisedly [18].

The implementation of a chosen computer system security policy 
relies on selecting appropriate methods to address specific issues. 
To protect a workstation from intrusions, an administrator might 
employ software specialised to prevent such activities. For instance, 
securing the system against network intrusion attempts can begin 
with the installation of firewall software, allowing the administrator 
to block selected system network ports, among other things. This 
kind of blockade significantly hinders attacks on the ports specified 
by the administrator. A critical step in securing the system is install-
ing software that detects malicious programs and network traffic. An 
IDS can constitute such software.

2.1.	 Intrusion detection systems

In recent years, tools known as intrusion detection systems 
(IDS) have gained significant traction within the scientific community. 
These tools are designed to differentiate between desirable and 
undesirable events through specific operational methods. In gen-
eral, IDS are primarily employed for identifying unwanted network 
activities, but they can also serve to detect local threats [19].

IDS essentially utilise two basic primary techniques: rule-based 
detection and profile-based detection [20]. The former involves 
matching a sequence of samples against known patterns, which are 
identified as harmful, termed as “signatures”. The latter, on the other 
hand, relies on system behaviour analysis to detect activities that 
deviate from the “normal” operational patterns of the environment. 
However, these fundamental IDS techniques do not incorporate dy-
namic learning or adaptation based on mitigated intrusions, limiting 
their capacity for advanced detection of unknown threats.
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Consequently, researchers have been motivated to explore con-
temporary solutions that align with IDS themes. One such solution, 
derived from nature itself, is the biological immune system (BIS). 
This system consists of biological structures and processes within 
an organism that protect against diseases. For effective operation, 
the immune system must possess the capability to detect a wide 
array of harmful agents, such as viruses, bacteria and parasites, and 
distinguish them from the organism’s healthy tissues [5].

The immune system is fundamentally composed of two subsystems: 
the innate system and the adaptive system. The innate system, pres-
ent in nearly all living organisms, provides what is known as innate 
(or nonspecific) immunity. Its response to an invading pathogen is 
immediate; however, it does not retain memory of the exposure and, 
therefore, does not construct immunological memory [5]. In contrast, 
the adaptive system allows an organism to build immunological mem-
ory, providing specific immunity. Cells involved in this process include 
T lymphocytes and B lymphocytes, among others. T lymphocytes are 
responsible for cellular response, eliminating infected or mutated cells, 
while B lymphocytes are tasked with producing proteins called anti-
bodies. These antibodies bind to antigens on the surfaces of harmful 
cells, effectively “marking” them for destruction, thereby initiating the 
humoral response [5]. This intricate biological framework provides an 
inspiration for cybersecurity measures, propelling the exploration and 
implementation of advanced and adaptive IDS strategies. One such 
strategy is artificial immune systems (AIS).

2.2.	 Artificial immune systems

The innovative field of artificial immune systems has 
emerged from the parallels between the functionalities of intrusion 
detection systems and biological immune systems. AIS encompass 
a suite of computational methods that draw inspiration from bio-
logical immunity, appealing due to their inherent capabilities for 
learning and adaptation within a given environment [21]. A pivotal 
feature of IDS strategies based on AIS algorithms is their proficiency 
in distinguishing “self” from “non-self” cells. Notably, algorithms 
widely applied in AIS-related matters include the negative selection 
algorithm [19], positive selection algorithm [22], and clonal selection 
algorithm [3]. These AIS algorithms share certain similarities with 
neural networks, as they incorporate system training based on 
a specified dataset.

The negative selection algorithm (NSA), inspired by the adaptive 
mechanisms of biological immune systems, operates by generating 
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binary strings that can match foreign strings while never aligning 
with self strings [23]. If a generated binary string matches a self 
string, it is discarded, mirroring the adaptive system’s production of 
antibodies that bind only with harmful antigens and T lymphocytes 
that recognise only foreign cells [24].

Conversely, the positive selection algorithm (PSA) functions similarly 
to the NSA, but instead of matching foreign strings, the strings it 
produces align solely with self strings [2].

The clonal selection algorithm (CSA) is inspired by the biological 
immune response that triggers the proliferation of antibodies 
identifying a specific antigen. The activation of B lymphocytes (for 
particular antibodies) prompts their cloning, followed by intensive 
genetic mutation of the antibodies to enhance their antigen com-
patibility [25]. Similarly, the algorithm identifies the best-matching 
binary strings and clones them for further mutation, improving the 
compatibility of the mutated strings [25]. It is employed as a supple-
mentary algorithm to the NSA and PSA.

Both the NSA and PSA present unique advantages and disadvantages. 
Research indicated in [22] suggests that detection efficiency is superior 
when using the positive selection algorithm. However, if the number of 
strings generated by the NSA is fewer than the number of self strings, 
the negative selection algorithm may prove more effective [7].

2.3.	 Negative selection algorithm

The primary objective of the negative selection algorithm 
(NSA) is to establish a collection of strings proficient in intrusion 
detection [6]. These strings, generated by the algorithm, are usually 
referred to as “receptors” or “detectors”, but the term “antibodies” 
also occurs. Each receptor possesses a definitive length denoted as l 
[4]. Every prospective receptor undergoes scrutiny for its compatibil-
ity with any “self” string, wherein a “self” string signifies a sequence 
that should never be flagged as an anomaly. For this purpose, the 
NSA employs a parameter, m, representing the receptor’s activation 
threshold [26]. A receptor is deemed activated if it matches another 
binary string. Depending on the rule used for matching, the match-
ing process usually involves the occurrence of m identical, consecu-
tive bits at the same position k in both the receptor and the binary 
string under examination [5].

If a generated string matches with at least one “self” string, it cannot 
become a receptor and is consequently dismissed. Traditionally, the 
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NSA assumes the existence of a single receptor set R, encompassing 
all generated receptors [4].

The methodology behind receptor generation is not predefined – 
many methods of generation exist – but for the sake of simplicity, the 
random generation method will be outlined [4]. Random generation 
involves a parameter Rmax, which dictates the maximum count of re-
ceptors to be generated. Given a defined parameter l, Rmax candidates 
for receptors are generated. Each receptor candidate is subjected 
to the aforementioned verification before being included in the re-
sultant set R. Typically, receptors generated via NSA do not facilitate 
a 100% anomaly detection rate. Zones not covered by receptors are 
referred to as holes [27].

The negative selection algorithm can be adapted as the foundational 
mechanism for infection detection in IDS. When the NSA is employed 
for infection detection, the input from the receptor generator is 
substituted with a stream of strings for IDS examination. The set of 
“self” strings is replaced by the receptor set R. Compatibility is as-
sessed using the same parameters l and m as in the case of receptor 
generation. If at least one “self” string matches, the algorithm ceases 
operation, signalling an infection detection, which is a divergence 
from the receptor-generation stage (where the algorithm would have 
rejected the receptor candidate instead).

Key performance indicators for the IDS and the algorithms applied 
within it, including the negative selection algorithm, are:

•	 TP (True Positives) – the count of accurately identified 
infections,

•	 TN (True Negatives) – the count of correctly unidentified 
infections,

•	 FP (False Positives) – the count of inaccurately identified 
infections,

•	 FN (False Negatives) – the count of inaccurately unidentified 
infections.

Additional indicators may be:

•	 the duration required for receptor generation,
•	 the quantity of receptors retained in memory following 

generation,
•	 memory usage by primary receptors,
•	 memory usage by all receptors,
•	 memory occupied by the original program.
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3.	 Review of the use of artificial 
immune systems
Algorithms of artificial immune systems are eagerly em-

ployed, explored, and refined within the scientific community.

González, Dasgupta and Kozma [28] applied a data representation us-
ing a two-dimensional plane and real numbers for the space of self and 
non-self strings in their examination of the algorithm (RNSA – real-val-
ued negative selection algorithm). Research was also conducted using 
binary numbers represented in Grey code. A crucial conclusion drawn 
by the researchers was the emphasis on the importance of appropri-
ately tailoring the matching rule of the negative selection algorithm in 
accordance with the intended use of the IDS. They highlighted that for 
applications where the entire space of self strings is known (such as, for 
instance, scanning for data integrity verification), the generalisation of 
self-data is not as critical. Ji and Dasgupta [29] discussed the challenges 
encountered when implementing the NSA grounded in real number 
values. They posited that the majority of the problems reported are 
often the result of incorrect application of the technique or challenges 
that aren’t exclusively related to negative selection algorithms. They 
argued that, in contrast, tests using artificial and established real-world 
data demonstrate that NSAs possess significant adaptability in main-
taining a balance between effectiveness and robustness, as well as in 
incorporating elements tailored to specific fields within the approach, 
such as different types of distance calculations.

Ji and Dasgupta [7] enhanced the NSA through the introduction of 
variable-length detectors (V-detectors). These detectors, thanks 
to their variable length, more efficiently “plug” the holes that arise 
during generation. Studies demonstrated that the algorithm’s per-
formance improved without a significant increase in its complexity. 
Lu, Zhang, Wang, and Gong [30] proposed an NSA method using 
V-detectors for ransomware detection. In work [11], a fast negative 
selection algorithm based on the hierarchical structure of the self-
string set was presented. Zhu, Chen, Yang, Li, Yang, and Zhang 
[31] utilised Voronoi diagrams to enhance the NSA. Their proposed 
VorNSA algorithm constructs a Voronoi diagram based on a test set, 
subsequently generating two types of receptors based on this dia-
gram, reducing the receptor-generation time. The testing (detection) 
phase was also redesigned – data are divided into smaller intervals, 
mapped, and sorted during the reduction stage. Another approach 
using Voronoi diagrams is described in [9].

González, Dasgupta, and Niño [32] introduced a version of the 
negative selection algorithm, which was expanded to estimate the 
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optimal number of receptors needed to cover the space of non-self 
strings (RRNSA – randomised real-value negative selection algorithm). 
In addition to expanding the algorithm itself, the authors conducted 
an in-depth theoretical analysis forming the basis for performance 
analysis of their improved version. They inferred that the RRNS vari-
ant operates faster than RNS but noted that in certain cases, heuristic 
algorithms are even more efficient, although other algorithms may 
have a better theoretical foundation.

Marciniak, Wawryn and Widuliński [33] demonstrated the use of 
the negative selection algorithm for controlling a heating boiler. In 
[10], a version of the algorithm trained multiple times for a different 
number of self strings to enhance performance was described. The 
approach proposed in [13] takes into account the use of an adaptive 
immune regulation mechanism to calculate the radius on the plane 
of self strings. Saurabh and Verma [34] proposed an NSA version 
with a tuning function called NIIAD. Balicki [35] introduced NSA to 
overcome the limitations of a multi-criteria evolutionary algorithm. 
Study [36] indicated that AIS could be applied to threat detection in 
mobile operating systems.

In [37], a system called MILA (multilevel immune learning algorithm) 
was proposed, which considers not only the application of NSA but 
also receptor expansion using the clonal method and a dynamic 
receptor-generation method in one solution. Fakhari and Moghadam 
[38] introduced an NSA version named NSSAC, which is capable 
of adapting to data sets. Gao, Ovaska, and Wang [12] proposed 
a receptor-generation method based on a genetic algorithm in their 
work. Paper [39] describes an IDS system based on an evolutionary 
algorithm for anomaly detection in distributed computer systems. 
In [40], information about estimating the range of receptors in NSA 
was provided.

Kamal and Bhusry [41] presented negative selection algorithms opti-
mised by artificial bee colonies (ABC algorithm). Nunes de Castro and 
von Zuben [42] described the aiNet system based on AIS algorithms 
for data analysis. Prathyusha and Kannayaram [43] introduced a nov-
el mechanism based on AIS for mitigating DDoS network attacks in 
the cloud.

3.1.	 Use of artificial immune systems 

in intrusion detection

The use of artificial immune systems in intrusion detection 
systems is a popular notion among researchers.
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In [44], the authors introduced an implementation of a clonal-based 
artificial immune system as the central mechanism for a network 
intrusion detection system.

The research was structured around two main stages: training 
and testing. The initial step in the training phase involved creating 
a series of “antibodies”. These antibodies are essentially pieces of 
information that were derived from six specific types of network 
attacks: Smurf, Land, Satan, Neptune, Ipsweep, and Portsweep. Each 
antibody possesses eight unique features that allow it to effectively 
differentiate between these various forms of attacks: the duration, 
type of protocol, type of service, flag, source bytes, number of ac-
cess files, number of outbound commands and service difference 
host rate.

In the testing phase, the researchers examined the effectiveness 
of their AIS-based IDS against the six types of attacks mentioned. 
The aim was to evaluate how well the system could detect these 
intrusions in practice, reflecting real-world applications where an 
IDS needs to reliably identify any attempt to breach network security.

The researchers used a dataset known as the KDD Cup, containing 
284,948 connection data, of which 10% (28,494 connections) were 
randomly chosen for testing, while the rest were used for training. 
Initially, a probability value of 0.2 was employed, indicating a 20% 
chance of each attack connection being chosen for testing. The AIS 
algorithm correctly identified 27,552 out of 28,494 attack connec-
tions, a true-positive rate of roughly 97%.

Further experiments were conducted with different probability val-
ues (0.3, 0.4, and 0.5) to discern their effect on the study. The findings 
revealed that the AIS algorithm recognised more attack connections 
as the probability value increased. A 0.3 probability yielded a 97% 
true-positive rate, 0.4 resulted in 98%, and 0.5 demonstrated the 
highest rate at 99.86%, with only 39 attack connections not correct-
ly identified.

The authors observed that using a high probability value for selec-
tion might skew the testing dataset towards connections from the 
early part of the dataset, possibly consisting of many similar data 
connections, since the same attack data are grouped together in 
the raw dataset. This could reduce the effectiveness of testing the 
algorithm’s performance in network intrusion detection. Hence, 
a smaller probability value is recommended to ensure a more even 
distribution of attack patterns in the testing dataset. Regarding the 
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training process, the primary aim was to generate antibodies with 
high fitness values that are considered crucial for recognising attack 
data during testing. The fitness value in this context ranges between 
-1 and 1, with values close to 1 indicating high-quality antibodies. The 
AIS algorithm, after running 100 iterations, produced the best-quality 
antibody with a fitness value of 0.46 using a 0.2 selection probability. 
Other probabilities yielded slightly lower fitness values, with the 
0.5 probability producing the lowest-quality antibody with a fitness 
value of just 0.41.

The authors concluded that the cloning and mutation processes are 
crucial for the suggested algorithm to produce effective solutions 
during training. The positive results shown by AIS demonstrated its 
capability to address the issue, matching the performance of other 
methods in existing scientific research.

Study [45] introduces an Internet of Things (IoT) anomaly intrusion 
detection system specifically for smart homes, employing a hybrid 
model that combines artificial immune system and extreme learning 
machine (ELM) methodologies, referred to as the AIS-ELM IDS frame-
work. This system is integrated into a smart home environment 
through a Mozilla gateway installed on a Raspberry Pi, which con-
nects all smart devices via a router using the REST API for streamlined 
monitoring and control.

The AIS component of the IDS uses the clonal selection method to en-
hance the system’s detection capabilities through receptor matura-
tion. The process begins with an initialisation stage where input data 
is assessed to determine the optimal inputs with the highest affinity 
and lowest negative selection. This is followed by the clonal selection 
stage, encompassing clonal, mutation, and substitution phases.

The ELM algorithm assigns arbitrary input weights and biases, cal-
culates a hidden layer output matrix, and determines the output 
weight. The integration of AIS and ELM processes in the IDS helps in 
the accurate detection of normal and abnormal patterns in network 
traffic, flagging them as “1” for normal and “0” for anomalies.

The system enhances home security by initiating an immediate re-
sponse when an anomaly is detected. It employs a custom-designed 
alarm system to alert the homeowner, prompting them to act – either 
by disconnecting the internet in the event of an external threat or 
by isolating the compromised segment within the smart home for 
internal threats. If the system doesn’t detect any user action within 
two minutes, it autonomously disconnects the internet, adding an 
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extra layer of security. This approach not only optimises intrusion de-
tection but also provides an automated, rapid response mechanism.

Brown, Anwar and Dozier [46] proposed the modified artificial 
immune system (mAIS) model. In mAIS, two usual sets of detectors 
are developed: the self detector set and the non-self detector set. 
Following generation of the detector sets, in the “Proportion Based 
Classification” phase, these detector sets work in tandem to classify 
unknown traffic instances. An instance is labelled as non-self or ab-
normal if a larger fraction of non-self detectors identify it compared 
to self detectors, and vice versa. Given the potentially more severe 
consequences of false negatives compared to false positives, any 
instance equally identified by both detector types is classified as 
non-self to minimise risk.

An “Interval Matching Rule” is employed, involving each detector’s 41 
intervals, each corresponding to a specific dataset feature. A match 
between a detector and an instance is determined by selecting 
an “r-value”. If the number of features within a detector’s intervals 
meets or exceeds this r-value, the detector is considered to match 
the instance.

The dataset used for this work was the UNB ISCX Intrusion Detection 
Evaluation Dataset, selected for its recentness and relevance to 
contemporary network scenarios. It comprises 148,517 instances of 
network traffic, with 77,054 normal and 71,463 anomalous instances. 
Each instance has 41 different features. The testing method involved 
dividing the dataset into training, tuning, and test sets. Initially, all 
instances were in the training set, from which 50,000 instances 
were moved into the test set and another 50,000 into the tuning 
set, leaving 48,517 in the training set. This process was repeated 30 
times for each of the 6 folds. Detectors were evaluated and those 
not matching any instance were promoted to mature detectors. The 
best-performing detectors were retained for testing. After each fold, 
data sets were rotated and the process repeated, resulting in 180 
total runs.

The study opted for 1,000 initial immature detectors to reduce com-
putational demands, with a fixed width of 1.0 for the detectors. While 
general detectors cover more hypothesis space, they can increase 
false positives.

Experiments ran for approximately 10 hours on a test computer. As 
per the results, the standard AIS marginally surpassed the mAIS in 
detection rate and accuracy, whereas the mAIS performed slightly 
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better in terms of the true negative rate and false positive rate. The 
standard AIS covered more hypothesis space due to less internal 
competition between detectors. The authors concluded that both 
standard AIS and mAIS demonstrated similar performance levels on 
the dataset utilised. The varied nature of normal and abnormal net-
work instances might contribute to this outcome, potentially restrict-
ing the efficiency of mAIS. The authors suggested that employing 
a larger and more diverse set of initial detectors could enhance the 
performance of both systems.

Tosin and Gbenga [47] enhanced their proposed network intrusion 
detection system by integrating the NSA with a feature selection 
mechanism. Due to the NSA’s non-prior knowledge requirement 
and nature as a one-class classifier, NSA faces scalability issues due 
to the large number of detectors needed and high false positives. 
To address the scalability issues, the research introduces a feature 
selection process, utilising an artificial neural network (ANN) to re-
duce the dimensionality of the input data, thereby tackling NSALG’s 
scalability issue. This process involves passing each feature (data 
column) through the ANN to evaluate its relevance based on classifi-
cation accuracy, with those exceeding 80% accuracy being retained. 
The methodology encompasses three stages: data preprocessing for 
normalisation and feature selection, the NSA stage for detector gen-
eration and anomaly detection, and finally, an alert generation phase.

Utilising the NSL-KDD dataset, the model’s performance was eval-
uated using a confusion matrix approach. The experiments were 
conducted in two scenarios: with and without the feature selection 
mechanism. Improvements were observed when the feature selec-
tion was employed. Specifically, there were significant increases in 
true-positive rate (TPR), true negative rate (TNR), and overall accuracy 
(ACC), alongside reductions in the false positive rate (FPR) and false 
negative rate (FNR). TPR saw an 11.65% increase, TNR improved by 
213.91%, and ACC increased by 26.54%. FPR and FNR decreased by 
70.62% and 19.75%, respectively, indicating fewer false alarms and 
missed detections.

In the work’s conclusion, the authors state that the integration of 
feature selection with NSA substantially enhanced IDS performance 
by mitigating scalability issues.

Local-based intrusion detection systems utilising AIS also exist. In 
strona 73, Widuliński and Wawryn explored the possibility of 
employing an AIS-based IDS locally to scan for infections on a com-
puter. They discuss an advanced system for detecting unauthorised 
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changes to files within an operating system. The IDS works by con-
stantly monitoring a designated area within the operating system, 
which the user sets up first. Its primary job is to scan files in this 
area to detect any unexpected or suspicious alterations that are 
indicative of potential security threats or malware intrusions. The 
IDS’s functionality is managed by a central component called the 
control unit (CU). The CU oversees the operations of two critical parts 
of the system: the receptor-generation unit (RGU) and the anomaly 
detection unit (ADU). When the system starts, the RGU runs first. Its 
role is to create the set(s) of receptors which will be used to identify 
whether the system’s files have been tampered with.

In the case of this IDS, these receptors are binary strings, sequences 
of bits: ones and zeros, with a specific length. They’re designed to de-
tect “non-self” data – essentially, infections or modifications – within 
the monitored program files. Each file under surveillance gets its 
own unique set of receptors, which are stored separately, either in 
memory (RAM) or as a file on non-volatile storage such as a hard 
drive or flash drive, to ensure they’re secure and intact. The system 
is designed with a special interface to allow the IDS to be adaptable 
and functional across different platforms.

Once the receptors are generated, the CU instructs the ADU block 
to start operation. The ADU scans the safeguarded files, comparing 
their contents with the receptors. This comparison is done using 
a formula (or rule) that checks for matching bit patterns between 
the receptors and each 32-bit segment of the monitored program’s 
bytes. When a match is found, it flags that part of the program as 
potentially compromised.

In instances where the ADU identifies an intrusion, it logs the issue. 
Afterwards, it informs the user precisely where the problem is and 
what parts of the data have been altered – likely due to malicious 
software (malware). The system doesn’t stop after one scan; it 
continues to check the files repeatedly until the user decides to halt 
operation. However, legitimate updates to files, such as when a soft-
ware update occurs, necessitate the creation of new receptors. If 
there is a valid change, the system doesn’t mistake it for an intrusion; 
the CU simply instructs the RGU to start the receptor-generation pro-
cess anew. In strona 73, a modification of the NSA was proposed 
to mitigate false negatives when anomalies (or infections) occurred 
between 32-bit program memory cells. The modification, called 
intercellular receptors (ICR), offers an additional, smaller receptor 
set to assist with detection of infections that might occur between 
memory cells.
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4.	 Discussion
The reviewed research highlights the versatility of artificial 

immune systems, particularly when used with intrusion detection 
systems, which is a domain of cybersecurity. The adaptive and 
self-learning characteristics of AIS algorithms have shown considera-
ble promise in identifying and responding to network intrusions, un-
derlining their adaptability and efficiency in real-world applications.

Research by González, Dasgupta, and others highlights the impor-
tance of tailoring the matching rule in negative selection algorithms 
for specific applications, affirming that the flexibility of AIS can be 
optimal when the algorithms are adapted for their intended pur-
poses. The introduction of variable-length detectors, as discussed 
by Ji and Dasgupta, and the use of V-detectors in the algorithms, 
show an evolutionary leap, enhancing detection efficiency without 
substantially increasing system complexity.

The effectiveness of AIS in IDS, as evidenced in studies [44] and [45], 
is particularly noteworthy. The high true-positive rates reported 
confirm the system’s robustness and ability to identify network intru-
sions. However, the studies also caution about potential biases in the 
testing dataset and the importance of a balanced and diverse set of 
data for training, highlighting that the reliability of AIS is significantly 
influenced by the quality of the input it receives. This is a critical 
insight, reflecting the principle that the output is only as good as 
the input.

Moreover, the integration of AIS with other methodologies, such as 
the extreme learning machine (ELM) in [45] and artificial neural net-
works (ANN) in [47], points towards a growing trend of hybrid models. 
These models aim to combine the strengths of various systems to 
achieve higher efficiency and reliability, while also addressing in-
herent challenges such as scalability issues and high false positives 
in NSA.

Despite these advances, studies such as those carried out by Brown, 
Anwar, and Dozier [46] suggest that there is still room for improve-
ment, especially concerning the reduction of false positives and 
enhancement of detection accuracy. This indicates that while AIS 
solutions are a powerful tool, their efficacy can be further optimised, 
potentially through the integration of more diverse detectors, refine-
ment of algorithms, or hybridisation with other effective techniques.

The IDS proposed by Widuliński and Wawryn introduces a localised 
solution for detecting unauthorised alterations within an operating 
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system. This approach represents an application of AIS in cybersecu-
rity, marking a departure from more generic, network-focused IDS. 
The system’s capacity to continually generate and update receptors 
allows for an adaptability and sensitivity to changes within the 
system’s files. The operation of the IDS seems to face some unique 
challenges, particularly concerning the differentiation between legit-
imate alterations, like software updates, and unauthorised changes. 
The system’s reliance on user-initiated receptor regeneration follow-
ing legitimate updates could potentially introduce vulnerabilities, 
particularly if the user is unaware of the necessity of this action 
following updates. The introduction of intercellular receptors (ICR) 
addresses a critical gap in traditional locally utilised NSA method-
ologies by targeting the detection of anomalies occurring between 
32-bit memory cells, and improves the true-positive rates by about 
15% while slightly increasing the memory usage.

Reviewing the recent advances in local and network AIS-based cy-
bersecurity, a distinct lack of IDS solutions combining both local and 
network anomaly detection can be observed. A novel hybrid AIS-based 
IDS that integrates both local and network detection capabilities would 
represent a significant advancement in cybersecurity. Such a system 
could combine the strengths of both approaches to provide a more 
comprehensive defence mechanism against a variety of cyber threats. 
Some of the potential benefits of such a system could include:

•	 Dynamic receptor generation – the system could continuously 
update its defence mechanisms based on new potential threats 
detected across the network and local machines. This would 
be especially beneficial in combatting zero-day exploits, where 
traditional signature-based methods are inadequate,

•	 Context-aware detection – by analysing data from both the 
local environment and network traffic, the hybrid IDS could 
employ machine learning algorithms to better understand the 
context, enhancing its ability to distinguish between normal 
changes and potential threats,

•	 Real-time cross-verification – when an anomaly is detected 
locally, the system could cross-verify it with network data to 
confirm if the anomaly is an isolated incident or part of a broader 
network intrusion,

•	 Adaptive learning – over time, the hybrid system could learn 
from the traffic patterns and typical file changes within the 
network and local systems, improving its detection rates further.
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Nonetheless, the development of such a hybrid system 
would also pose some challenges, such as the complexity of integrat-
ing local and network IDS functionalities, potential privacy concerns, 
and the increased system resources required.

The overview presented in this paper contributes to the 
recent state of research in the field of cybersecurity by offering a fo-
cused analysis of the NSA within AIS for IDS. A detailed exploration of 
the NSA’s theoretical and practical applications, highlighting recent 
advancements, has been provided. The interdisciplinary approach – 
drawing insights from biological systems – also highlights the con-
nection between biology and cybersecurity, encouraging innovative 
ideas in IDS research.

While a comprehensive overview of the application of AIS in 
IDS has been provided, it is also important to acknowledge certain 
limitations inherent in this focused approach. The primary limitation 
is the concentrated emphasis on NSA. While NSA is a significant and 
influential algorithm within AIS, the focus on this single algorithm 
potentially overlooks the diverse range of other algorithms within 
the AIS domain, such as the positive selection algorithm (PSA) or the 
clonal selection algorithm (CSA). This narrow scope may limit the 
comprehensiveness of the review in capturing the full spectrum of 
AIS capabilities. Another limitation of the work is the lack of a com-
parative analysis with non-AIS-based IDS approaches, which would 
be adequate for providing a balanced view of where NSA stands in 
relation to other methodologies.

5.	 Conclusions
An overview of artificial immune systems, intrusion detec-

tion systems and a review of efforts in the field have been presented. 
The reviewed research shows significant potential of AIS in enhanc-
ing intrusion detection systems. The adaptability, versatility, and 
self-regulatory aspects of AIS make it a formidable approach to se-
curing local computers and networks against a variety of intrusions.

In conclusion:
•	 Tailoring algorithms to specific applications enhances the ef-

fectiveness of AIS. This customisation, particularly in negative 
selection algorithms, is crucial for optimising performance in 
different environments.

•	 The introduction of innovative methods, such as variable-length 
detectors and the use of Voronoi diagrams, improves the 
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efficiency of intrusion detection without overly complicating 
the systems.

•	 Hybrid models, combining AIS with other techniques like ELM or 
ANN, have emerged as highly effective in improving accuracy 
and reducing false positives, indicating a promising direction 
for future research and application.

•	 Despite the demonstrated efficacy of AIS in IDS, there remains 
a need for further refinement to reduce false positives and 
improve detection accuracy.

•	 The success of AIS significantly hinges on the quality of data 
used for training, stressing the importance of proper datasets 
that reflect real-world scenarios.

All in all, AIS hold substantial promise in the realm of IDS, providing 
a robust, adaptable, and intelligent approach to local and network 
cybersecurity. Continued research and development in this field are 
to be encouraged, focusing on customised solutions, algorithmic 
advancements, and hybrid models, to fully realise the potential of AIS 
in safeguarding digital environments. Research on hybrid solutions 
combining local and network approaches in particular appears to be 
a reasonable avenue to explore in the future.
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Abstract
This interview between Rubén Arcos and Spain’s National 

Cryptologic Centre (CCN) was conducted via email on 24 October 
2022. CCN is part of Spain’s National Intelligence Centre (CNI), and 
through its national alert and response centre against cyberattacks 
and cyber threats, CCN-CERT, it contributes to the cybersecurity of 
Spain. The discussion focuses on Spain’s approach to cybersecurity, 
existing tools for information sharing/management of cyber inci-
dents and tools supporting the production of intelligence on cyber 
threats. It also deals with current and emerging trends in the cyber 
domain and developments and activities in the fields of prevention, 
detection and response. Finally, the interview highlights measures in 
the March 2022 National Cybersecurity Plan and initiatives against 
potential cyber-attacks during elections.
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Spain is very well-ranked in the last edition of the Global 
Cybersecurity Index of the International Communication Union 
(ranked 4th together with the Republic of Korea and Singapore) and is 
within the three top-ranked countries for Europe region1. How would 
you describe the Spanish model or approach to cybersecurity and the 
reasons that have led to achieving these results?

The Spanish approach is described in the attached document 
(https://www.ccn.cni.es/index.php/es/menu-ccn-es/aproxima-
cion-espanola-a-la-ciberseguridad), but there are aspects highlight-
ed below in which we believe our approach is leading in the European 
Union and elsewhere:

•	 A mandatory National Cybersecurity Framework for the public 
sector that obliges the application of 7 basic principles, 15 
minimum requirements and, depending on the categorisation 
of the system, up to 73 cybersecurity measures. The frame-
work is developed through more than 90 guidelines. It is also 
flexible in its application to smaller organisations (“PILAR” LEGAL 
MEASURES);

•	 An exchange of cyber incidents (more than 15,000 by 2022) 
across the public sector, which in turn allows for the implicit 
exchange of IOCs (Indicators of Compromise) and an automatic 
distribution of cyber intelligence tailored to the needs of the 
agencies (“PILAR” COOPERATIVE MEASURES);

•	 Common services for the development of guidelines and 
standards, as well as training courses;

•	 Articulation of a national network of SOCs (Security Operations 
Centers) as a result of previous experience;

•	 Use of common and interchangeable tools to enforce inter-
operability in cybersecurity (“PILAR” CAPABILITY DEVELOPMENT).

Which measures, if any, in your opinion would further im-
prove the commitment of Spain to cybersecurity? And how do these 
excellent outcomes have an impact in deterring attacks from differ-
ent actors in cyberspace against Spain and its national interests?

In this question we will focus on technical measures, but 
above all on the smooth exchange of cyber incidents and cyber 
threats. For this purpose, we use two platforms which, due to their 
flexibility, allow this exchange between organisations using CCN-CERT 
as a central exchange point.

1 	  Spain top-scores 
in 3 out of 5 pillars of 
the framework (legal 
measures, capacity 
development and 
cooperative measures) 
and has some room 
for improvement in 
the pillars of technical 
measures and 
organisational measures. 
See: https://www.itu.
int/epublications/
publication/
DSTR-GCI.01-2021-HTM-E
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•	 The LUCIA tool enables the exchange of cyber incidents, allowing 
its adaptation to other ticketing tools used in the organisations, 
improving the Request Tracker for Incident Response tool (RT-IR) 
and making it multi-agency with the capacity to federate between 
the tools used so that the exchange is fluid. Finally, it provides 
efficiency metrics concerning the resolution of cyber incidents;

•	 The REYES cyber intelligence tool attempts to tailor this 
information to the needs of the agencies by providing them 
with its exposure surface (what the attacker knows about it, 
vulnerabilities, compromised passwords and other valuable 
information). Cyber intelligence is also distributed to improve 
perimeter protection. Finally, the tool provides the necessary 
information on unknown IPs and domains.

The Royal Decree 421/2004, of March 12th, which regulates 
the National Cryptologic Centre, establishes the scope of action of 
CCN as the “security of the Administration’s information technology 
systems that process, store or transmit information in electronic 
format, that require protection by law, and that include means of 
encryption” and “the security of information technology systems 
that process, store or transmit classified information”. Considering 
the current geopolitical situation, how do you assess the probability 
of the occurrence of a severe attack targeting the systems under the 
scope of action of CCN?

The probability of a cyber-attack occurring is very difficult 
to establish. Systems must be prepared in the areas of PREVENTION, 
DETECTION and RESPONSE.

CCN-CERT promotes actions in these three fields to improve the efficien-
cy of public bodies. In order to do this, the RD 421/2004 is supplement-
ed by the RD 311/2022 of the National Security Framework (which is an 
update of RD 3/2010). The functions of CCN-CERT are extended here:

•	 It is the National Government CERT;

•	 The rapid cyber-attack response enables deployment of early 
warning systems;

•	 It provides alerts on vulnerabilities in the technology and within 
the agencies themselves (due to configuration deficiencies in 
their systems);

•	 • Deployment of rapid response teams (RRTs) to critical incidents.
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Since the beginning of the war in Ukraine, are you aware 
of incidents in the physical infrastructure (terrestrial cables, subma-
rines) that make cyberspace possible in the Kingdom of Spain or 
cyberattacks directed at the systems of the general state adminis-
tration and its public bodies with the purpose of extracting data? 
What kind of cooperation in this regard have you established with 
other CSIRTs/CERTs of international partners and allies?

No major incidents directly related to the Ukrainian war 
have been detected. Statesponsored cyber-espionage actions 
against sectors of interest to adversaries in the Ukrainian war have 
been detected.

Theft of sensitive information, intellectual property or state secrets is 
a common occurrence in our government networks. At least 20 have 
been detected during the year. No more were detected in 2022 than 
in previous years.

CCN-CERT has many alliances for the exchange of information, includ-
ing the European Government CERT (EGC), an informal group of gov-
ernment CERTs in which a lot of valuable information is exchanged.

How does the CCN develop its mission and function in the 
framework of Spanish foreign policy?

CCN-CERT carries out many training exercises, dissemination 
of best practices, setting up of SOC/CERT and assistance in the response 
to critical incidents in many Latin American countries. In addition, the 
external service is subject to special protection by CCN-CERT.

How many cyber-attacks targeting the public administra-
tion systems happen in Spain each year and what percentage of 
them are related to activity by hostile foreign intelligence services or 
intelligence activities by non-state actors aiming to exfiltrate classi-
fied information or harm national security?

CCN-CERT classifies cyber incidents into five danger levels: 
LOW, MEDIUM, HIGH, VERY HIGH and CRITICAL. We especially monitor 
VERY HIGH and CRITICAL incidents.

In 2022, about 55,000 incidents affecting the public sector have been 
managed. Of these, approximately 70 were recorded as CRITICAL. Of 
these incidents, 60% are related to cybercrime groups (ransomware) 
or theft of personal information. The remaining 40% are related to 
state-sponsored groups (about 30 cyber incidents).
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In the latter incidents, if detection is late, it is difficult to determine 
the volume and type of information extracted, so the impact is 
difficult to gauge.

What are the main current state-based threats targeting 
the cybersecurity of Spain? Could you describe some examples of 
incidents during 2022 involving states actors or APTs?

State-sponsored attacks have focused on the theft of 
sensitive information from public bodies and companies (in this 
type of attack, CCN-CERT has the responsibility to act and help the 
body determine the scope of the attack and remove the threat from 
its networks).

APT-related incidents are usually classified and it is not possible to 
report on their scope and typology.

One of the main challenges of hostile activities in the 
cyber domain is early detection and attribution, could you explain 
how you gather evidence and assess threat actors involved in 
cyber-attacks?

CCN is part of the Spanish Intelligence Service (CNI). The 
attribution is carried out with cyber intelligence units that use infor-
mation provided by CCN-CERT and other CNI capabilities.

A lot of information about attackers’ tactics, techniques and pro-
cedures (TTPs) is exchanged to determine attribution with a high 
degree of certainty.

Have you observed a surge of cyber-attacks during the 
months preceding the aggression against Ukraine and during the 
NATO Summit in Madrid?

We did not observe any escalation in cyber-attacks detected 
during the NATO Summit.

What is the frequency of cyber-attacks targeting critical 
infrastructure in Spain?

In Spain, critical infrastructure is subdivided into 12 sectors.

CCN-CERT only has visibility on critical infrastructure corresponding 
to the public sector (government, health, water, transport maritime, 
rail or underground, food, research facilities).
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The detection of cyber-incidents has the same parameters as the 
general distribution.

What emerging and current trends in the cyber and other 
domains are deemed to have a significant impact on cybersecurity?

In the last two years the biggest impact on cyber security 
has been:

•	 The use of public cloud services as a complement to the services 
provided by the corporate network;

•	 The extension of remote work in the organisation’s activity. The 
cybersecurity measures have often not been increased to protect 
this new working model;

•	 The use of corporate or personal mobile devices receiving 
sensitive information from the organisation without adequate 
protection measures;

•	 The professionalisation of strike groups.

All these new paradigms make it necessary to work in the fields of:

•	 PREVENTION: reduce the exposure surface;

•	 DETECTION: continuous 24×7 surveillance;

•	 RESPONSE: by requiring cybersecurity operations centres that 
provide this capability horizontally to a variety of agencies.

Could you explain how CCN-CERT conducts early warning 
procedures and how the Early Warning System (SAT) operates?

The early warning systems operated by CCN-CERT began 
to be developed in 2008. They are deployed on a voluntary basis 
in agencies. They are rule-based systems that provide detection 
capabilities for known cyber-attacks. The detection rules are 
updated daily and use both their own and external sources (com-
mercial feeds).

The logs generated can be exploited by the organisation or alerts can 
be received directly from CCN-CERT.

And they cover the following fields:
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•	 SAT SARA. It provides detection capacity to the Governmental 
Network (RED SARA) that interconnects the central administra-
tion, regional governments and local entities. An aggregation 
of logs from the perimeter devices of the connection areas of 
the different bodies that are connected is carried out. There 
are 50 sensors;

•	 SAT INTERNET. Intrusion detection system in the Internet traf-
fic of the organisations. It includes various technologies to 
fine-tune this detection capability. There are more than 320 
sensors available;

•	 SAT ICS. It is a detection system for industrial networks or 
corporate networks that include many devices using indus-
trial protocols (e.g., hospitals). It performs asset survey and 
dissection of industrial protocols. More than 50 sensors are 
available.

These systems can detect known attacks and enable rapid defence 
against new cyber-attacks or new malware samples. All detection is 
based on the analysis of network traffic.

The CCN website is remarkable for the information and pub-
lic reports shared. Could you explain what other kind of information 
products (non-public) you produce?

Regarding the public reports, in addition to the CCN-STIC 
guides we can point out the threat reports (IA), malicious code anal-
ysis reports (ID) and best practice reports (BP). Most of these reports 
are available on the website.

Furthermore, CCN-CERT prepares Technical (IT) reports that are asso-
ciated with the investigation of cyber-incidents or the performance 
of audits. These reports are sent to the body or bodies concerned. In 
2022, around 100 reports were produced.

What measures of the National Cybersecurity Plan, ap-
proved by the Council of Ministers on March 29, 2022, did you con-
sider most relevant and are having or have the potential to make 
a greater impact?

The measures that will have the greatest impact will be 
those related to:

•	 Boosting the implementation of the ENS;

80

Rubén Arcos



www.acigjournal.com   ACIG, VOL. 2, NO. 1, 2023   DOI: 10.5604/01.3001.0016.2484

•	 Development of Cybersecurity Operations Centres and their 
integration into the National SOC Network;

•	 Development of active cyber-defence measures to take the 
initiative against cyber-attackers;

•	 Development of training/awareness raising systems to im-
prove their level. These actions should be accompanied by 
corresponding metrics.

How does CCN-CERT work in the prevention, detection, 
and neutralisation of cyberthreats and operations in cyberspace by 
threat actors?

Cyber operations on cyberthreats are offensive activities 
that are not the responsibility of CCN-CERT.

Does the CCN and/or CCN-CERT have a role against foreign 
information manipulations and interference within cyberspace? Do 
you monitor hostile narratives and disinformation from foreign state 
actors targeting Spain?

The disinformation activities are not the responsibility of 
CCN-CERT.

What capabilities or measures has Spain developed against 
emerging threats like Deepfakes or synthetic content for cyber and 
influence operations by foreign and criminal actors?

This activity is not the responsibility of CCN-CERT.

From the perspective of training curricula, what gaps/needs 
in competences or skills have you identified, or do you consider to be 
very relevant for strengthening cybersecurity?

We need very specific technical skills in system audits, 
investigation of cyber incidents (in particular, reverse engineering, 
mobile phone analysis and mass LOG analysis).

What relative percentage of cyber incidents in Spain origi-
nate from domestic vs foreign threat actors?

Most cyber incidents (80%) originate from external actors.
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Do you conduct simulations or wargames with stakeholders 
in the scope of action of CCN to assess potential cyber or crisis scenar-
ios or test gaps and needs in capabilities?

We conduct cyber exercises focused on crisis management 
of cyber-attacks by statesponsored actors (APTs) and cybercrime 
groups (ransomware).

They are based on the CCN-CERT’s experience in dealing with this type 
of attack.

How do you foresee the future of cybersecurity? What tech-
nologies have a greater disruptive potential?

Artificial Intelligence based on detected traffic will allow 
analysts to focus on tailored cyber-attacks. All of our systems must 
migrate to AI-based technologies.

This discipline should be complemented by threat-hunting activities 
based on the experience of analysts.

On a scale of 0 to 10, how do you assess the state of cy-
bersecurity culture in Spain? Do you think the autonomous com-
munities and local administration have a high level of commitment 
to cybersecurity?

Awareness has increased considerably in Autonomous 
Communities and Local Government following the ransomware 
attacks we have undergone. We estimate that we have moved to 
a level of at least 8. The role of cybersecurity managers has been 
greatly strengthened.

What specific measures could promote and bootstrap SME’s 
cybersecurity or their cyber hygiene practices?

In Spain we have an adaptation of the National Security 
Framework for small local administrations with 35 adapted measures 
that allow for adequate cybersecurity. This system could be adapted 
to small and medium-sized enterprises also.

2023 will be an election year in Spain – what initiatives has 
Spain developed against election interference and for countering 
potential malicious activities in the Spanish civilian cyberspace in 
this context?
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CCN-CERT carries out a deployment during elections 
that supports the Ministry of Home Affairs or the corresponding 
Autonomous Community to protect the electoral system from 
cyber-attacks.

Activities include:

•	 Audits of all systems involved, identifying and prioritising the 
vulnerabilities to be addressed;

•	 Cyber-surveillance campaign to identify possible actors that 
could carry out attacks on deployed systems;

•	 Continuous surveillance during Election Day until the presenta-
tion of results to the public.

Other comments or aspects that you consider relevant from 
the CCN’s point of view regarding the Kingdom of Spain’s cyberspace 
and cybersecurity?

The protection of Spanish cyberspace is the CCN’s funda-
mental objective. To achieve this, it is necessary to count on all the 
agents that contribute to this activity and to form a SINGLE CYBER-
SHIELD as the motto of our XVI Jornadas STIC CCN-CERT, the largest 
cybersecurity event organised in Spain and held just a few weeks ago.
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Abstract
The development of increasingly AI-enabled autonomous 

systems and other military applications of Artificial Intelligence (AI) 
have been recognised as emergent major military innovations. In the 
absence of an effective and enforceable ban on their development 
and/or usage arising from the Group of Governmental Experts on 
Lethal Autonomous Weapon Systems (LAWS), it is likely that such 
systems will continue to be development. Amongst the legal, ethical, 
practical, and strategic concerns raised by the emergence of such 
systems, it is important not to lose sight of the risks involved in 
relying on a high-manufactured system in place of a human. This 
places additional strains and importance on securing diverse, com-
plex, and over cross-jurisdictional supply chains. This article focuses 
on the vulnerability of and the risks to the integrity and security of 
the supply chains responsible for producing AI-enabled autonomous 
military systems.
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1.	 Introduction

T he increasing and continuous development of auton-
omous systems and other military applications of that 

consist of and/or include Artificial Intelligence (AI) have been recog-
nised as an emergent major military innovation [1]. This recognition is 
underscored in strategic documentation from both China [2] and the 
United States [1], along with attendant large-scale investments from 
both state and commercial actors. Recognition of AI as an emergent 
major military innovation in the US and China is particularly impor-
tant because they are locked in hegemonic competition in the Asia 
Pacific and account for the vast majority of military expenditure, both 
in terms of procurement and research and development. Amongst 
the benefits advanced in support of developing AI-enabled auton-
omous systems, their potential to safeguard soldiers by removing 
them from the direct line of fire is commonly cited. Another benefit is 
that AI-enabled systems confer a strategic advantage by facilitating 
tactical and operational decision making at a pace exceeding human 
capability. Even if one assumes that these benefits are achieved, such 
systems also raise numerous ethical and legal issues [1], as well as 
arguably increasing risk to non-combatants [3] – commonly referred 
to as collateral damage. Whether autonomous systems will be a net 
positive or negative influence on the future of warfare ethics, in the 
absence of significant advances in the efforts at the Convention on 
Certain Conventional Weapons [1] toward an international legal ban,1 
they are likely to remain prominent in the future paradigm of con-
flict, and thus have significant impact on the achievement national 
security objectives.

It is therefore important that the international community considers 
the viability and attendant risks involved in relying on military appli-
cations of AI, including AI-enabled autonomous weapon systems. AI 
is best thought of as an enabling innovation, closer to electricity than 
the machine gun [50], and is the core component of any autonomous 
systems. Part of the challenge in doing so is the lack of a univer-
sally agreed set of terminology for engaging in the debate around 
responsible use of AI in the military domain2, (beyond that they are 
generally non-deterministic complex systems without an integrated 
human operator. Even lethal autonomous weapon systems, arguably 
the most problematic AI-enabled military technology category, lack 
a universal definition [1]. While most writers start with the definition 
presented by US Directive 3000.09 [4]3, other definitions abound 
including from the UK Ministry of Defence [5], and the Australian 
Defence Force [6], as well as from academia include those published 
by Horowitz [7], Scharre [8], Roff [9], Wyatt [1], and Bode, Huelss and 
Nadibaidze [10].

1 	  The United 
Nations Convention on 
Certain Conventional 
Weapons (CCW) has 
held semi-annual 
meetings of selected 
governmental experts 
on Lethal Autonomous 
Weapon Systems since 
2014. These meetings 
were part of an effort to 
develop international 
legal instruments for 
governing the use of 
AI-enabled autonomous 
weapon systems and 
was the main arena in 
which a pre-emptive 
ban was mooted. 
Although its consensus-
based approach 
has not yet yielded 
conclusive results, 
it did support the passing 
of the first General 
Assembly resolution on 
autonomous weapons 
in 2023.

2 	  This refers to 
applications of Artificial 
Intelligence and 
autonomous systems 
within the context of 
military operations. 
Adopting this lens 
restricts the discussion 
to the incorporation of AI 
and autonomous systems 
into the generation and 
employment of military 
power, ranging from 
logistics to weapon 
systems, but excludes 
purely commercial 
applications. This term 
was prominently used by 
the Netherlands, hosts of 
Responsible Employment 
of Artificial Intelligence 
in the Military domain 
(REAIM 2023) Conference. 

3 	  “A weapon 
system that, once 
activated, can select and 
engage targets without 
further intervention 
by an operator. This 
includes, but is not 
limited to, operator-
supervised autonomous 
weapon systems that 
are designed to allow 
operators to override 
operation of the weapon 
system, but can select 
and engage targets 
without further operator 
input after activation” [4].

85

Examining Supply Chain Risks in Autonomous Weapon Systems and Artificial Intelligence



www.acigjournal.com    ACIG, VOL. 2, NO. 1, 2023    DOI: 10.60097/ACIG/162874 

In the absence of a universally agreed definition for AI-enabled 
autonomous systems, it has become increasingly commonplace to 
leverage the three functional autonomy categories developed by the 
International Committee of the Red Cross and Human Rights Watch. 
This approach categorises systems are categorised by their ability to 
execute its ‘critical functions’ independent of a human operator [11]. 
An AI-enabled system could, therefore, be described as a supervised 
autonomous systems (where a human remains on the decision loop, 
where they can interrupt the system’s actions), semi-autonomous 
systems (where the system has a limited capability to act autono-
mously within geographic or functional limitations, and a human 
remains in the decision loop), and fully autonomous systems (where 
the system has effectively independent control of its critical func-
tions, removing the human from the decision loop) [1].

The absence of a human operator places even more emphasis on the 
reliability and effectiveness of the system itself. A sufficient level of 
certainty and safety inherent in these systems is not merely contin-
gent on the technology maturing to a set future point [12]. Instead, 
one must take a more holistic approach, one that considers other 
elements and actors that may influence or compromise the effec-
tiveness and reliability of future AI-enabled autonomous weapon 
systems, whether due to error or malicious action.

This article focuses on exploring the risks associated with the in-
tegrity and security of the supply chains responsible for producing 
AI-enabled autonomous systems. Supply chains are, by their nature, 
complex networks with multiple nodes and links, each vulnerable 
to potential disruptions and security breaches [13]. Such networks 
typically span geographic and jurisdictional boundaries and are 
reliant on many of the same key transit points as more general global 
trade. The dislocated nature of the global supply chain for AI-related 
technologies and the wide range of civilian as well as military actors 
increases the complexity of securing accountability [56]. Disruptions 
to critical technology supply chains, such as those associated with the 
military industrial complex and associated national security opera-
tions, could delay or prevent the deployment and maintenance of AI-
enabled autonomous systems during times of increased competition 
or conflict. Fedasiuk et. al. highlight the potential for an adversary 
to hamper western access to crucial advanced chip sets [57], a risk 
that is particularly concerning given the vulnerability of the main 
supplier of such chips, Taiwan, to China. Uniquely to AI-enabled sys-
tems, there are also risks involved in the supply chains for the data 
that make these systems intelligent. Morgan et. al. suggest that even 
air-gapped AI-enabled systems, while more resilient against hacking, 

86

Austin Wyatt



www.acigjournal.com    ACIG, VOL. 2, NO. 1, 2023    DOI: 10.60097/ACIG/162874

remain vulnerable to degradation through data poisoning attacks, 
where an adversary maliciously injects code into the training data to 
fool the resultant system, or via physical adversarial attacks, such as 
specially designed stickers that fool computer vision algorithms [58]. 
Resilience must be built early into supply chains to ensure that such 
systems are not compromised by contamination of their training 
data or the insertion of zero-day exploits [14]4. 

Given the breadth of AI-related risks in logistics, this article limits 
itself to exploring the supply chain risks that could stem from 
adopting AI and AI-enabled autonomous systems. This paper is also 
intended to provide a broad introduction to the issues, a further ex-
ploration of these issues from the perspective of particular military 
or regional perspective.

2.	 AI, Autonomous Systems 
and Future of Conflict
The rise of AI-enabled Autonomous Weapon Systems (AWS) 

as a potential Revolution in Military Affairs (RMA) is anticipated to 
have a revolutionary, and thus as disruptive impact on the future 
of conflict. Despite popular belief, innovation requires both the 
maturation of an invention and the development of operational con-
cepts to utilise that invention in a disruptive manner [15]. This does 
not merely represent a pioneering deployment of an autonomous 
system by a state; instead, different states might opt for unique 
development strategies for related technologies or pair a matured 
autonomous system with distinct yet non-revolutionary operational 
concepts [15]. Moreover, developers may adopt strategies to limit 
the exposure of their methods to safeguard operational advantage 
or to avoid international scrutiny, particularly in the case of LAWS [16]. 
Eventually, a state will introduce a fully autonomous weapon system 
that disrupts conventional military balances,5 compelling other 
states to react to the resultant shift in relative power [17] or relative 
advantage. This pivotal moment, known as the demonstration point, 
obliges competitor states to respond or concede strategic advantage 
to the initial state deploying such systems [15].

However, first mover advantage may be transient, particularly when 
it pertains to disruptive innovations like AI-enabled autonomous 
systems, hypothesized to possess low proliferation barriers [1]. Past 
military innovations typically demanded considerable resources or 
organizational capital, limiting the ability of states to respond to 
a demonstration point by matching the initial mover’s advancements. 

4 	  Zero day exploits 
are vulnerabilities in 
a computer system that 
are unknown to the users 
or manufacturers until 
they are deployed by 
an adversary. These are 
particularly concerning 
in the case of AI-enabled 
systems because of the 
complex nature of such 
systems. This risk is 
further exacerbated by 
the vulnerability of AI 
to corruption (whether 
deliberate or not) of 
the underlying training 
data set.

5 	  This refers to 
the relative capacity 
of states to “adopt the 
key military methods of 
a period” [15], which in 
the current paradigm 
could include precision 
munitions, space-based 
communications, and 
aircraft carriers.
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When faced with novel forms of warfare, for example, the advent 
of aircraft carrier warfare, a less powerful state theoretically could 
attempt to surpass the first mover, but practical constraints of 
resources and political will would limit this [15]. The adaptation/
adoption of doctrine, not a trivial matter, also needs consideration. 
Yet, if the barriers for entry and early adoption are significantly 
diminished (due to the dual-use nature of related technologies 
or lack of need for specialized skill sets), the disruptive effects of 
rapid proliferation to multiple state and potentially non-state actors 
should be considered [18], as exemplified by the widespread use of 
remotely operated armed drones [19]. Such proliferation would also 
have a significant impact on supply chain vulnerability once these 
technologies become widely distributed.

Predicting the precise effects of such proliferation on future warfare 
remains challenging. However, historical insights from military and 
civilian disruptive innovation theory, such as aircraft carrier warfare 
[15], coupled with the unique attributes of LAWS (and other AI-enabled 
military technologies), as well as initial state reactions to their early 
development, provide a first-order, yet robust foundation for hypoth-
esizing potential outcomes. An overarching characteristic of major 
military innovations is their transformative influence on how states 
project power and conduct warfare [1]. Historically, this has precip-
itated disruptions in the international balance of power, providing 
opportunities for middle and minor power states to challenge existing 
hegemonic power balances, in both global and regional contexts. This 
change can enable a rising challenger state (such as China) to coun-
terbalance the traditional advantage enjoyed by the existing hegemon 
(in this case the US), while smaller states strive to mimic successful 
states (e.g. Taiwan mimicking the US) to safeguard their own power 
bases from their rivals, thereby accelerating diffusion [20]. Threatened 
by the deterioration of its relative advantage, the incumbent state is 
induced to adopt or enhance the tempo of its Revolution in Military 
Affairs (RMA) efforts to regain its standing [1]. This diffusion of major 
military innovation may engender regional instability and precipitate 
hegemonic warfare [21] – typically referred to an arms race or a nega-
tive security cycle within the realist paradigm. Given the relatively low 
adoption barriers for autonomous weapon systems compared to prior 
major military innovations like nuclear weapons, and the comparative 
difficulty in applying conventional arms control mechanisms [51], it 
is hypothesized that the emergence of LAWS will have a destabilizing 
influence on the future of warfare.

From a grand strategic standpoint, the potential for middle and 
minor powers to emerge as successful early adopters of AI-enabled 
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autonomous systems represents a departure from historical prece-
dents, like nuclear weapons, where middle and minor powers were 
compelled to align with a great power competitor to protect their 
interests [2]. Instead, states in the global South could potentially 
exercise greater autonomy, balancing competing great powers 
regionally while deterring aggression from similarly sized neigh-
bours. This could instigate an escalating cycle of arms acquisition 
and posturing as regional powers deploy systems lacking effective 
legal or normative controls, thus intensifying security dilemmas 
[20]. Without mutually accepted norms around appropriate uses 
and responses to such systems or effective international legal treaty 
banning their use (for example through the CCW), there is a consid-
erable risk of unanticipated escalation, whether between the great 
powers or between regional powers in Southeast Asia or Africa for 
example. Additionally, the spread of remotely operated, autonomous, 
and/or AI-enabled systems, especially given the dual-use nature of 
enabling technologies, poses a significant risk of these systems 
falling into the hands of violent non-state actors. The result may be 
a less stable balance of power, particularly in the Asia-Pacific, leading 
to a multipolar military competition domain rather than a traditional 
hegemonic transition of power.

While considering the influence of these systems on regional stability 
and the likelihood of new conflict or the prolonging of existing conflict, 
it is important to debunk two persistent myths surrounding AI-enabled 
autonomous weapon systems. The first is the fear of a ‘Terminator’ 
being developed or deployed in the foreseeable future.6 Designers 
and potential state end-users are rational actors who are generally 
cognizant of the ethical issues raised by LAWS.7 Admittedly, this would 
not apply to violent non-state actors such as terrorist groups or 
extremist individuals. Secondly, the rise of AI-enabled autonomous 
weapon systems does not signify that future wars will become ‘blood-
less’ or ‘sterile’ [25]. War remains a human endeavour, and human 
casualties, particularly among civilian populations in urban operations, 
are unfortunately inevitable – be it intentional or collateral. Both of 
these perspectives oversimplify the issue, disregarding the more 
plausible scenario of widespread deployment of these systems dis-
proportionately affecting the technologically inferior adversaries [26]. 
The introduction of autonomous systems raises significant ethical 
challenges, particularly regarding the kill-decisions [3]. Simultaneously, 
there is a moral obligation on leaders to utilize autonomous systems 
where they can protect the lives of soldiers, even if their deployment is 
limited to the dull, dirty, and dangerous roles [27]. With all this said, it 
would now be pertinent to consider the vulnerability of supply chains 
as single points of failure for the security of these systems.

6 	  For example 
the discussion by Shead 
and the concept of 
‘slaughterbots’ [22].

7 	  While this is 
a broad claim, it is 
supported by perception 
studies focused on 
Machine Learning 
developers [23] and ADF 
personnel [24], as well 
as the recent call from 
Open AI ’s CEO for greater 
regulation of the area.
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3.	 Supply Chain Risks
Increased reliance on AI-enabled systems also increases 

the variety and seriousness of vulnerabilities in the supply chain. 
AI-enabled Autonomous systems would not be reliant on a human 
for critical functions [10]. In addition to the myriad legal and ethical 
challenges this change poses, however, it also quite simply places 
the entirety of the burden for that system to run effectively, reliably, 
and safely on manufactured components. There is no human to rec-
ognise and correct errors; for example, that the scope of a rifle was 
incorrectly zeroed or that a civilian aircraft has been mis-identified 
as a legitimate target. Ensuring that AI-enabled systems operate as 
expected and fail safely thus become crucial characteristics, yet they 
are dependent on securing disparate and often complex trans-re-
gional and trans-national supply chains. In the following section, key 
geo-strategic-, technological-, and economic risks to these chains will 
be examined.

3.1.	 Geostrategic Supply Chain Risks

Beginning with the geostrategic risks associated with the 
supply chains for AI-enabled systems sensibly reflects the recogni-
tion of the likely importance of such systems to the future of warfare. 
Further, even amongst states that do not see themselves as a poten-
tial first mover, the strong public commitment to AI and autonomy 
by the US and China encourage smaller states and violent non-state 
actors to invest in mechanisms for countering the advantage offered 
by such systems, with the supply chain being a novel and compara-
tively vulnerable attack surface.

First, despite the recent surge in public accessibility of Large 
Language Models, machine-learning based complex AI remains ex-
pensive [28] and reliant on large amounts of computing power [29], 
cooling [30], and above all, data (which raises its own ethical and le-
gal challenges) [31]. Reliance on a global supply chain diminishes the 
capacity of states from a sovereign control perspective, particularly 
non-great powers, to guarantee access and to impose sufficient se-
curity controls over the manufacturing and development process. For 
example, rare earth metals, crucial for many advanced technologies, 
are primarily sourced from a few countries, presenting a geopolitical 
risk if these countries decide to leverage their monopolistic control 
over these resources. In the event of geopolitical tensions, a trade 
war or even an embargo, their access to critical resources may be 
limited. A case in point would be a blockade of Taiwan could have 
immediate and disastrous effects on high-technology supply chains 
internationally [32]. The current sanction regime against Russia due 
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to the illegal war with Ukraine provide ample real-time examples of 
how military industrial complex and dual-use supply chains affect 
the ability of even a superpower to maintain (relative) advantage.8 

Relatedly, and of particular concern for states such as Australia, 
international technological controls and regulations can impact the 
availability and transfer of technology, particularly for emergent 
or particularly sensitive systems. International Traffic in Arms 
Regulations (ITAR) is a particularly well-known example of how coun-
tries may restrict the export of technologies deemed either critical 
to national security or related to maintaining a particular capability 
advantage [33]. Additionally, international regulatory bodies – for 
example the Wasserman Arrangement – of which Australia is a sig-
natory nation amongst 44 other nations9 – may impose restrictions 
or sanctions on AI and autonomous system-related technologies 
or developers. For example, the international community contin-
ues to debate whether a ban on autonomous weapon systems is 
appropriate, or likely to be effective. Supply of critical components 
could be limited or blocked if such a ban were implemented, or if 
individual states or a bloc – such as the EU – were to implement 
their own restrictions. This risk would be particularly troubling if 
AI or autonomous weapon systems come to rely on a single source 
for a critical component, such as high-capability semi-conductors 
produced primarily in Taiwan. Such dependency creates a strategic 
vulnerability because any disruption to the supply from this source 

– due to logistical issues, manufacturing constraints, or other factors 
– can result in severe manufacturing and subsequent operational 
setbacks – severely affecting the ability to secure national interests. 
It also gives the supplier considerable leverage, potentially leading 
to increased prices, unfavourable terms and/or even insisting on 
being included into economic/defence pacts such as NATO or the Five 
Eyes Alliance.

Contrastingly, a diversified, multi-jurisdictional supply chain increas-
es the risk of intellectual property (IP) theft or duplication, as well as 
the potential for proliferation of such systems to smaller states and 
violent non-state actors. The development and application of AI in 
military contexts often involve proprietary algorithms, data models, 
and technologies, representing substantial intellectual capital. This 
sensitive information, if leaked or stolen, could significantly under-
mine a nation’s technological edge and compromise its national se-
curity. Supply chains that span across multiple countries and vendors 
increase the risk of such IP being compromised, especially if these 
entities have differing or inadequate cybersecurity measures and 
different levels of security consciousness. Consequently, it becomes 

8 	  The author would 
like to thank Dr Dries 
Putter for this example.

9 	  The author would 
like to thank Dr Dries 
Putter for suggesting the 
Wasserman Arrangement 
as an example.
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crucial to ensure robust protection of IP across the entirety of the 
supply chain [13] which will require significant counterintelligence 
measures and thus increasing the unit costs concomitantly. In the 
absence of such protections, there is also a risk of uncontrolled 
proliferation, exacerbated by the dual-use nature of the underly-
ing technologies. The risk of such systems falling into the hands 
of adversarial or rogue states, non-state actors, or even terrorist 
groups is a significant security risk that’s mitigation is complicated 
by cross-jurisdictional supply chains involving multiple civilian actors. 
This technology proliferation can lead to an advantage leveling effect 
on the strategic landscape, increased risk and severity of extremist/
terrorist violence, and could raise the security vulnerability for states 
that would not otherwise vigorously pursue such weapons.

Finally, given the importance publicly placed on AI by leading 
militaries (such as the United States, China, and Russia), one must 
also consider the risk of a malicious non-state actor (whether a dis-
gruntled insider threat, terrorist group or extremist) deliberately 
interfering with, disrupting, delaying or degrading critical supply 
chains, reducing or eliminating the capacity of a state to produce 
and maintain key military systems [34]. The principal risk surfaces for 
this are arguably in the cyber domain, particularly in the face of US 
decoupling and friend-shoring efforts. A key mechanism for this sort 
of malicious action is through the cyber domain. The low entry cost 
of operations in the cyber domain (whether attack, subversion, or 
intrusion) encourages their use by smaller actors, particularly those 
utilising existing AI tools as force-multipliers. For such actors, the 
opportunity to disrupt or sabotage high-capability high-cost systems 
through exploiting vulnerabilities in their supply chains, is an attrac-
tive levelling mechanism. Such attacks range from the theft of critical 
intellectual property [13] to the malicious manipulation of training 
data [35]. The high level of interconnectivity in global supply chains, 
as demonstrated by Covid-19, and the widespread use of digital 
systems in both official tasks and in the homes of related individuals 
exacerbate these risks [36]. Even onshoring sufficient manufacturing 
capabilities to produce key components domestically does not elimi-
nate these risks, as interdiction could be launched lower down in the 
supply chain, at the raw materials level, for example [34].

3.2.	 Technological Supply Chain Risks

The first technological supply chain risk pertains to technol-
ogy obsolescence. Given the rapidity of technological development 
in the field of AI, there is a substantial risk that any procured tech-
nology may become obsolete soon after acquisition. This fast-paced 
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evolution is fuelled by constant advancements in algorithms, data 
processing capabilities, and computational hardware – fuelling 
the RMA concept internationally. The implications of technological 
obsolescence are multifaceted and significant. First, the financial 
resources invested into the design, manufacturing, acquisition, 
integration, and training of personnel for specific AI technologies 
could become sunk costs if these technologies rapidly become 
outdated. This risk is exacerbated by the typically protracted 
defence procurement processes, which often lag behind the pace 
of technological advancements. The discrepancy in pace between 
procurement and technological progress could result in the acquisi-
tion of technologies that are already verging on obsolescence at the 
point of implementation. Operationally, the consequences could be 
equally detrimental. Outdated AI technologies could impair a mili-
tary force’s effectiveness, potentially leading to tactical and strategic 
disadvantages in the field. Moreover, support for older technologies 
may diminish as manufacturers and software developers move 
towards more advanced and efficient models, making it difficult 
to maintain and repair existing systems. Lastly, as AI technologies 
continue to evolve and proliferate globally, maintaining up-to-date 
systems is paramount as operating outdated systems could expose 
vulnerabilities to potential adversaries and compromise the security 
and effectiveness of military operations and thus national security. 
The need to avoid obsolescence in not only the end product but 
the key production nodes for such systems makes it imperative for 
militaries and manufactures to adopt an agile approach to technol-
ogy acquisition and implementation. This could involve shortening 
procurement cycles, investing in regular technology refreshment 
programs, and establishing collaborative partnerships with technol-
ogy providers to ensure early access to cutting-edge AI technologies 
[37]. Additionally, incorporating flexibility in procurement contracts 
to accommodate technological upgrades can also help in keeping 
pace with rapid advancements [38]. Of course, it has to be said that 
increasing the tempo of technology uptake in organisations will also 
open the vulnerabilities to increased levels of corruption and graft 
typically associated with defence contracting – and hence the long 
and bureaucratic procurement processes to ensure transparency 
and accountability. Thus, corruption due to the requirements for 
agility within supply chains poses another distinct challenge to 
security.10 

The second major risk involves the complexity and fragmentation 
of supply chains inherent in the production and deployment of AI 
technologies. These supply chains often stretch across the globe, 
involving various suppliers for essential hardware components, 

10 	  The author would 
like to thank Dr Dries 
Putter for this point.
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software applications, and data resources. This complexity and frag-
mentation engender a multitude of risks. For one, a disruption at any 
point in the supply chain, whether it’s a failure to produce a critical 
hardware component, a disruption in logistical operations, or a soft-
ware development issue, can have a significant downstream effect. 
This can potentially delay or even halt the delivery and deployment 
of AI technologies, severely affecting the military’s operational read-
iness and capabilities. The fragmentation of the supply chain also 
raises issues regarding quality control and security. With multiple 
suppliers involved in the production process, maintaining consistent 
quality standards across all components becomes challenging. This 
was illustrated repeatedly with the security challenges faced by the 
F-35 development and production efforts [39]. Similarly, with so 
many points of entry in the supply chain, the risk of malicious actors 
introducing vulnerabilities into the system is significant. Mitigating 
these challenges could take the form of friend-shoring, supporting 
the development of alternative suppliers of key components and raw 
materials in allied states in order to reduce the threat surface [40], 
or implementing (contractually or through legislative tools) strong 
quality control and cybersecurity protocols across key nodes of the 
supply chain. However, these issues aside, there is also good reason 
for having fragmented supply chains – i.e. fragmented insight into 
the total composition of a sensitive system. Thus, there needs to be 
a balance between the requirements for supply chain fragmentation 
and the need to security.

The third technological risk relates to the potential vulnerabilities 
of AI systems themselves. These could be due to design flaws, 
manufacturing defects, malicious interference, or software code 
malfunctions [14]. Unfortunately, due to the tendency of such com-
plex systems to fail, the results of such vulnerabilities in a military 
context could be severe, and would damage vital trust between the 
system and its human user/supervisors even if the malfunction does 
not cause physical harm. Such trust is a integral part of technology 
adoption by the organisation to the point where doctrine is written 
for it or adapted to accommodate it. This risk is exacerbated by the 
opaqueness nature of certain AI systems, the so called black-box 
problem [41]. The lack of transparency, explainability, and common 
understanding of an AI-system’s functionality makes it difficult to 
predict and understand system behaviour, especially in emergent 
situations [42], for example the recently disclosed thought experi-
ment in which an AI system operating in a simulated environment 
eliminated its (simulated) human overseer in order to maximise its 
capacity to fulfil its core mission [52].
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Cybersecurity threats represent a further significant concern. As dig-
ital systems, AI technologies are attractive targets for cyberattacks 
that could degrade or disable them in store or on the battlefield [14]. 
The source of these cyber threats could range from state-sponsored 
actors aiming to disrupt military capability, to violent non-state 
actors such as terrorist groups or organized crime syndicates seek-
ing to exploit vulnerabilities for their own ends. Importantly, these 
vulnerabilities could be introduced at any stage of the supply chain, 
underscoring the necessity of end-to-end security measures – with 
concomitant cost implications for the end user.

3.3.	 Economic Supply Chain Risks

Another salient aspect in the discourse on the adoption of AI 
by militaries is the substantial expenditure associated with the devel-
opment, deployment, and maintenance of these advanced systems. 
It is an inherently resource-intensive pursuit, requiring considerable 
investment in various facets of the development and procurement 
processes. The research and development phase, the cornerstone 
of AI evolution, demands a prodigious financial commitment and 
human capital outlay [43]. Furthermore, recruiting and retaining 
skilled personnel capable of undertaking such complex development 
tasks also represents a significant financial undertaking, especially 
considering the high demand for these experts in the competitive 
technology market [44] and the further cost of security vetting and 
maintaining security from an insider threat perspective – the Edward 
Snowden incident being a case in point. Access to the best-quality 
(highly qualified and/or experienced doctoral qualified researchers) 
specialist talent, including data scientists and machine learning ex-
perts, is pivotal to driving innovation and improving the operational 
efficiency and reliability of military AI applications [12]. For example, 
acquiring top-level talent is a known barrier in Chinese military AI 
efforts, due to government policies and the opportunities offered by 
working in the US or Europe [2]. Once an AI system is developed, the 
procurement process entails substantial funding [44]. The hardware, 
comprising high-speed processors and robust storage solutions, 
forms the backbone of AI capabilities. Simultaneously, software 
and data acquisition are critical for the system’s decision-making 
ability, as it feeds and trains the underlying algorithms. Additionally, 
AI technologies require ongoing updates and maintenance, further 
escalating the overall costs. This continued investment is essential 
to keep abreast of rapid technological advancements, ensure system 
security, and mitigate potential obsolescence. These updates may 
encompass software patches to enhance the system’s capabilities or 
address vulnerabilities, hardware upgrades to improve performance, 
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and data management activities to ensure integrity and compliance 
with regulations. Given the high costs involved in being the first 
mover for AI systems, reliance on AI in military applications poses 
potential risks to defence budgets. There is a plausible concern that 
the financial burden of attempting to maintain a capability offset 
based solely on technological advantaged derived from advanced 
AI capabilities may strain defence budgets. Such arguments must 
be balanced against the argument that autonomous systems and 
other uses of military AI offer significant potential dividends in terms 
of enhanced operational efficiency, precision in decision-making, 
and maintenance costs over their life of type. While initial costs are 
generally exorbitant (and hence also resulting in very high entry 
barriers for competitors), AI systems have proven to be far cheaper 
to duplicate and diffuse once in use, meaning that the bar to entry 
for fast followers is significantly less resource intensive than this sec-
tion would initially suggest [45]. Again, emphasising the enormous 
responsibility of national counterintelligence capabilities to secure 
the IP at every point in the supply chain to ensure entry barriers 
remain high and threat actors are barred from access. Thus, an 
escalation in cost.

However, the initial costings for a first mover can also prove 
unpredictable. Developing autonomous systems involves the pro-
curement of sophisticated hardware and advanced software, along 
with the accumulation and management of vast amounts of data. 
These elements are essential to construct, operate, and regularly 
update the system. However, these components can be susceptible 
to considerable price fluctuations. The unpredictability of costs is 
largely determined by changes in market supply and demand, esca-
lating geopolitical tensions, or dramatic shifts in economic policies. 
These factors can significantly alter the costs associated with the 
development, operation, and maintenance of military AI. Moreover, 
these uncertainties can hinder strategic planning and the ability 
to forecast future requirements accurately. They also complicate 
the allocation of defence budgets, which are typically subjected to 
rigorous scrutiny and oversight. For these reasons, the inherent cost 
volatility and unpredictability represent one of the most significant 
risks in integrating AI into military systems, especially because of 
the requirement for public scrutiny and accountability for projected 
spending vs. the value proposition. The development, implemen-
tation, and maintenance of AI-based systems necessitate a wide 
array of resources. This ranges from physical materials such as 
rare earth metals essential for manufacturing advanced electronics 
(chiefly Lithium [53]), semiconductors critical for data processing, 
and extensive data storage infrastructure, to human resources 
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with specialized skills in AI research, development, and deployment. 
A scarcity or interruption in the availability of any of these critical 
resources may lead to significant supply chain disruptions and costs 
[44]. Similarly, the known challenges faced by militaries to recruit 
and retain experts in relevant fields poses a significant barrier to the 
widespread adoption of AI in the military [44]. This deficit is further 
exacerbated by the fierce competition for talent from the private 
sector, where compensation often exceeds what the public sector 
can offer. Therefore, any strategic plan for the adoption of AI in the 
military must include a robust strategy for resource acquisition, 
management and retention to mitigate these risks.

An often overlooked yet significant factor in the discussion about the 
implementation of AI in military applications (such as autonomous 
aircraft) is the economic cost associated with regulatory compliance. 
Adherence to both international norms and domestic regulations 
governing the use of AI can impose substantial costs on defence 
departments and the associated industries. To start with, one of the 
significant expenses associated with regulatory compliance is relat-
ed to data protection and privacy. The use of AI technologies often 
involves the processing of vast amounts of data, some of which may 
be personal or sensitive. Complying with data protection regulations 
can necessitate significant investments in secure data storage and 
processing infrastructure. For example, compliance with Europe’s 
General Data Protection Regulation requirements was expected to 
cost large business an average of 1.3 million euros [54]. It also in-
volves the continuous updating of security protocols and measures 
to prevent unauthorized access or data breaches. Implementing ro-
bust data management policies and procedures that are compliant 
with privacy laws, which vary from nation to nation, is a complex and 
costly task, but it is essential given the sensitive nature of military 
operations and the potential for misuse of personal data. In addition, 
certification processes can be costly and time-consuming, but they 
are often a necessary step in demonstrating that a system is safe, 
reliable, and compliant with regulations. Furthermore, regulations 
related to export controls can impose additional costs on the devel-
opment and deployment of military AI systems. Again, these vary 
from country to country requiring in some cases a specialised team 
of experts on export controls to be organic to a company to assist in 
navigating multinational export contracts. Certain AI technologies 
may be subject to strict export controls, which can restrict the 
countries to which these technologies can be exported or shared. 
Navigating these regulations can require significant legal expertise 
and administrative resources. Breaches of these regulations can 
result in substantial penalties, including fines, sanctions, or even 
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prohibitions on the use of certain technologies. Beyond these direct 
costs, the changing nature of the regulatory landscape presents an 
ongoing challenge. As the implications and applications of AI con-
tinue to evolve, so too must the regulations govern its use. Staying 
abreast of these changes requires continuous monitoring and adap-
tation, further adding to the overall costs of regulatory compliance. 
Defence departments and AI developers must be prepared to adjust 
their policies, procedures, and systems in response to regulatory 
changes. This requires a level of agility and flexibility that can be 
costly to maintain but is crucial for ensuring long-term regulatory 
compliance. Overall, therefore, the cost component of regulatory 
compliance in the context of AI’s integration into military systems 
can be significant. While the associated costs can be substantial, the 
implications of non-compliance, including potential fines, sanctions, 
and reputational damage, underscore the importance of investing 
in robust compliance mechanisms. The ability to navigate the 
complex and evolving regulatory landscape is not only a legal and 
ethical obligation but also a strategic necessity in leveraging the 
transformative potential of AI in the military domain responsibly 
and effectively.

Finally, it worth considering the risks introduced into critical supply 
chains through international venture capital flows and multinational 
business relationships. The multinational and dual-use of AI-enabled 
systems means that the ecosystem of commercial and research ac-
tors in the development of a given system are far broader than with 
more conventional modern military platforms [13]. This is particular-
ly important in the case of autonomous systems and other military 
applications of AI because a failure point can be introduced (whether 
by accident or with malicious intent) at any stage of the process, for 
example in the collection, collation, and application of training data. 
As demonstrated by the finding of a Chinese-made alloy in the F-35 
supply chain [39], the multinational web of companies involved 
in complex military industrial bases make it incredibly difficult for 
regulators to prevent supply chain intrusion. In this example it was 
simply an alloy, the security risk came from the potential for that 
firm to either input faulty parts or refuse supply. Contrastingly, the 
unknown participation of a compromised firm in the data training or 
base coding compilation for an AI technology could fundamentally 
undermine that system’s reliability and effectiveness without nec-
essarily leaving an identifiable trail. Focusing of excluding Chinese 
state-linked firms from sensitive supply chains (such as we have seen 
with Huawei [55]) risks overlooking another major potential source of 
advantage loss, either through acquisition, data leakage, or integra-
tion into adversaries’ innovation networks leveraging access gained 
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through venture capital investments and corporate acquisitions [46].  
As noted by Sayler (2020), there has been a significant “wave of in-
vestment” by US venture capitalists in AI that reached approximately 
$18.5 billion in 2019 [47]. Of note is that by 2015 Chinese venture 
capital investment was involved in 16% of all contracting in Silicon 
Valley firms [48], and by 2018 it had reached approximately 69% of 
the global total venture capital spending [49]. Bolstered by state-
backed venture capital funds, the latter’s investment in promising AI 
startups in places like Silicon Valley present not just IP challenges in 
the short term, they also lay the ground for longer-term sustainment 
security concerns.

4.	 Conclusion
In conclusion, the spike in public and policy maker interest 

in AI in mid-2023 represents an inflection point, an opportunity to 
adopt a systems approach to understanding the processes by which 
such innovations are translated into reality. As civilian actors consider 
the implications of democratised large learning models, militaries 
continue to pursue increasingly AI-enabled autonomous weapon 
systems. Both inventions represent potential demonstration points 
for disruptive, and potentially destructive uses of AI, and in both 
cases one must devote significant technological consideration and 
policy resources to understanding, mapping and addressing the 
often overlooked risks associated with developing and producing 
the underlying technology. The supply chains for such advanced 
systems are complex, multi-nodal, and cross-jurisdictional. Securing 
each stage from intrusion without artificially slowing innovation is 
a challenge particularly for democratic governments, which have 
more limited options for directing commercial actors. Such policy 
makers should be encouraged by the academic community to have 
meaningful discussions toward effective resilience building measures 
across the supply chain. Such resilience must be build early and re-
inforced in a multinational manner to ensure that future AI-enabled 
autonomous systems and other forms of military AI are developed, 
produced and deployed in a responsible and effective manner. 
Future avenues for research in this space would include evaluating 
mechanisms for collaborative development of AI safeguards for 
military systems, developing common concepts of operations for 
future deployment of autonomous systems in strategic logistics, and 
the potential for European Union members to develop integrated 
AI-enabled supply chains.
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Abstract
Hybrid warfare is currently among the most trending topics. 

Hybrid threats arise in digital, cybernetic, and virtual environments 
and materialise in the real world. Despite being a somewhat vague 
term, hybrid activities include cyberwarfare, information warfare, 
and the emerging and evolving concept of cognitive warfare which 
appears from their intersection. These buzzwords gained popular 
attention in the context of the Russo-Ukrainian conflict and such 
terms are now in vogue. Even though these topics are in the spot-
light, there is also widespread confusion about what exactly these 
usages mean and what the implications are in branding them as 

“warfare”. Indeed, all these concepts are fluid, nebulous, and lack an 
undisputed legal definition. This article aims to clarify their meaning 
and to shed light on the characteristics of such terms – differences, 
similarities and overlaps – in the context of hybrid warfare and show 
the faulty reasoning upon which misunderstandings are based. The 
paper concludes with a glimpse into the future, closing with a re-
flection on multi-domain operations facilitated by a fully integrated 
human-computer interaction in the metaverse, where physical 
reality is merged and interacts with digital virtuality.
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1.	 Introduction – The Nature of War

T he nature of war has remained unchanged over time. 
Despite the popular quote attributed to Sun Tzŭ – “The 

nature of war is constant change” – the Chinese general never actu-
ally wrote this. On the contrary, in The Art of War, a tactical treatise 
for which he is traditionally credited as the author, Sun Tzŭ, concludes 
that “in warfare, there are no constant conditions” [1, p. 53, § 32], 
which means, in the context of the text, that the battle is affected by 
ground, weather, and other contingent factors. In another overquot-
ed classic book, On War, Clausewitz defines war as “an act of force 
to compel our enemy to do our will” [2, p. 75]. In his masterpiece, 
the Prussian general emphasises the use of “physical force” as an 
essential feature of war [2, p. 75]. As one of the most important 
treatises on political-military analysis and strategy ever written, even 
two centuries after its publication On War still influences strategic 
thinking. However, the core tenet of the book is undermined by 
misunderstandings and misleading interpretations [3, p. 90].

Kaldor [4, p. 221] argues that Clausewitz understood war as “the use 
of military means to defeat another state” and rejects this approach 
to warfare as no longer applicable in today’s conflicts. She believes 
that current and future conflicts will not be ended through military 
victory, although violence remains a key feature. But the nature of 
war is always the same: defeat the enemy [1, p. 26–27]. A perfect 
summary of the nature of war is provided by Clausewitz himself: 
“[w]ar is more than a mere chameleon that slightly adapts its char-
acteristics to the given case. As a total phenomenon, its dominant 
tendencies always make war a paradoxical trinity – composed 
of primordial violence, hatred, and enmity” [2, p. 89]. While the 
war on the battlefield is subject to specific conditions, which may 
change due to multiple factors, the nature of war is characterised by 
extreme violence and the use of weapons to overcome the enemy 
[2, p. 101, 3, p. 99, 5, p. 85, 6, pp. 68–69, 71–72].

Despite far too much rhetoric on the extension of the term “war” or 
“warfare”, armed conflict is regulated by the legal framework provided 
by the Geneva Conventions, which define the perimeter of interna-
tional humanitarian law (IHL), i.e., the “law of war” — IHL regulates 
the conditions for initiating war (ius ad bellum) and the conduct of 
waging parties (ius in bello), including occupation, and other critical 
terms of the law. Indeed, the wording “armed conflict” is relevant 
in the Conventions [7, p. 182, 8, p. 40–41]. Therefore, any use of the 
term “warfare” which does not involve the use of lethal weapons, is 
inappropriate [7, p. 191, 8, p. 45]. Due to overuse and misuse, “warfare” 
is now also applied to military operations other than war (MOOTW) 
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[9, p. 154, 8, p. 40–41]. Cyber-attacks may violate international law, 
when conducted or orchestrated by states, or may constitute cyber-
crime, but certainly cannot be treated as kinetic attacks in the light of 
IHL [7, p. 191, 8, p. 42, p. 44–45]. Information warfare (IW) is not per 
se a change in the nature of war but rather a technological advance 
that can enhance lethal capacities [10, p. 16–19, 8, p. 44–45]. There is 
no evidence of any change to the nature of war [3, p. 91–92, 98, 10]. 
What changes is technology, along with techniques, tactics, and 
procedures [9, p. 152–156, 8, p. 37]. The topics of this paper should 
not be examined in isolation but should be seen as the first part of 
a larger argument. Nevertheless, there is an emerging doctrine that 
aims to characterise as “warfare” and/or “war” actions that are MOOTW; 
this trend mainly concerns “hybrid” operations, among which falls the 
cognitive domain.1 That is why this premise is relevant to distinguish 
OTW activities from actions involving the use of actual force.

As M. L. R. Smith writes [11, p. 52], “Call it what you will – new war, 
ethnic war, guerrilla war, low-intensity war, terrorism, or the war 
on terrorism – in the end, there is only one meaningful category of 
war, and that is war itself” and Geneva Conventions apply. On these 
grounds one must reject the argument of Israeli military historian 
and theorist Martin van Creveld [12, p. 57–58] “[t]hat organized 
violence should only be called ‘war’ if it were waged by the state, 
for the state, and against the state”. A state-centric approach to war 
is contradicted by the Conventions, which are crucial to this extent. 
Clausewitz conceptualised war as the application of violent means to 
realise military aims to achieve political ends, regardless of who the 
contenders are [3, p. 95].

2.	 Ruses of (Hybrid) Warfare
Foucault inverts Clausewitz ’s traditional conception 

of war and says that politics is the continuation of war by other 
means [13, p. 19]. Hybrid warfare is a concept that includes a wide 
range of tools – a bouquet of various techniques, methods, tech-
nologies, tactics, procedures and means, military and civilian, 
conventional and unconventional – for achieving a political or 
military objective [8, p. 37, 9, p. 151]. It is questionable whether 
ruse de guerre is legitimate or not. Misinformation, deception 
and electronic deception, electronic warfare, and psychological 
warfare are customarily accepted as lawful, and therefore they 
do not violate any general rule of international law applicable to 
armed conflict, so long as they do not involve treachery or perfidy 
[14, § 50–51, 15, §§ 8–3(b), 8–4(a), 8–5, 16, §§ 12.1, 12.1.1].

1 	   See §3: 
Cognitive Warfare.
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The European Union’s definition of hybrid activities ranges from 
cyber-attacks through to disinformation; a combination of “coercive 
and subversive measures, using both conventional and unconven-
tional tools and tactics (diplomatic, military, economic, and techno-
logical)” [8, p. 42–43]. The use of these tactics, aimed at targeting 
political institutions and influencing public opinion [9, p. 153, 155], 
is facilitated by rapid technological advances that reach a broad 
audience and which therefore boosts their impact.

NATO encompasses propaganda, deception, sabotage, and other 
non-military tactics among the hybrid methods of warfare [17]. The 
allies endorsed a vague definition of hybrid warfare at the 2016 
Warsaw Summit: “a broad, complex, and adaptive combination of 
conventional and non-conventional means, and overt and covert 
military, paramilitary, and civilian measures” that are “employed in 
a highly integrated design by state and non-state actors to achieve 
their objective” [18, § 72]. The final communiqué issued at the 2021 
meeting in Brussels groups cyber, hybrid, and other asymmetric 
threats, including disinformation campaigns, and sophisticated 
emerging and disruptive technologies [19, §§ 3, 12, 31].

While the Alliance has defined hybrid threats, the U.S. Department 
of Defense (DOD) has not officially provided a definition and has 
no plans to do so because hybrid warfare is not considered a new 
form of warfare since is a very broad term that blends conventional, 
unconventional, and irregular approaches across the full spectrum 
of conflict [20, p. 2, 11, 14].

Matuszczyk [21, p. 21] finds that these ruses of war, that go beyond 
conventional military capabilities, are simply creative, clever, unor-
thodox means. Bearing in mind that IHL sets the limits for acceptable 
wartime conduct (ius in bello), hybrid operations which do not involve 
the use of lethal force (despite being referred to as “warfare”) fall 
below the threshold of armed conflict and cannot be characterised as 
such [8] — the lexicon and terminology are relevant to this end. If we 
accept that Clausewitz’s famous statement that war is not merely an 
act of policy but a true political instrument, a continuation of political 
intercourse carried on with other means, we must therefore consider 
propaganda as a political tool [22, p. 23].

3.	 Cognitive Warfare
Although there is no common definition of hybrid warfare, 

the inclusion of propaganda, information and influence operations, 
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deception and psychological operations is widely accepted [9, p. 151]. 
Information warfare includes a set of techniques and technologies 
that ranges from electronic warfare to propaganda [9, p. 153], in-
tertwined with the real and the virtual operational domains. The 
virtual realm encompasses electronic warfare (EW), electromagnetic 
spectrum operations (EMSO), cyberspace operations (CO), information 
warfare (IW), psychological operations (PSYOP), now better known as 
military information support operations (MISO), information opera-
tions (InfoOps or IO), also known as influence operations, strategic 
communications (STRATCOM), military deception (MILDEC), computer 
network operations (CNO), operations security (OPSEC), perception 
management (PM), public information (PI), and public diplomacy (PD) 
[9, p. 152–154].

Joint Publication 3–13, which provides doctrine and guiding prin-
ciples for the U.S. Armed Forces, characterises IO as intended “to 
influence, deceive, disrupt, corrupt, or usurp the decision making” 
[23, § GL-3]. A 2018 U.S. Army pamphlet drafted by the Training 
and Doctrine Command (TRADOC) proposes the following defi-
nition of IW: “Employing information capabilities in a deliberate 
disinformation campaign supported by actions of the intelligence 
organizations designed to confuse the enemy and achieve strategic 
objectives at minimal cost” [24, § GL-6]. The publication highlights 
the relevance of information environment operations (IEO) and the 
convergence between the physical, virtual, and cognitive dimensions 
[24, §§ 3–3(d), 3–8(e), C-1].

The Information Environment (IE) impacts on the three dimensions 
(physical, virtual, cognitive). The fact that most cognitive activities 
occur primarily in the virtual domain does not mean that they have 
no effects in the real world. We can distinguish between two types 
of information disruption. The first is cognitive disruption, which 
includes any action (e.g., disinformation and propaganda) that di-
rectly targets individuals. The second is a functional disruption (e.g., 
cyberspace and electromagnetic attack) that directly targets systems 
and facilities (e.g., computers, weapons, vehicles) [25, § 3–15].

A U.S. Marine Corps publication introduces a conceptual framework 
on the ever-changing information environment in all warfighting 
domains, and highlights that information is “the foundation of all 
human interaction”, accelerated and expanded by technologies “with 
a tempo and scale previously unimaginable” [25, Foreword]. The 
booklet quotes Sun Tzu’s maxim “All warfare is based on deception” 
and acknowledges the relevance of deception defined as “an informa-
tion activity […] to deceive the human mind, the machine the human 
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relies on, or both” [25, §§ 2–22, 2–23]. The human-machine interac-
tion is a fundamental component of cognitive warfare (CogWar) and 
plays a central and crucial role, due to the way our perception and 
judgment are affected, thus making it an unprecedented challenge.

Today’s world is characterised by the widespread use of mobile digi-
tal communications and media which operate in largely ungoverned 
digital spaces [25, § 3–18]. The intersection of the information, physi-
cal and cognitive/social domains [9, p. 152], empowered by the digital 
ecosystem – the Internet, social media, and communication appli-
cations – creates the conditions for cognitive operations. Though 
there is nothing new among its individual components, the novelty in 
CogWar is the speed and power of dissemination of beliefs – false or 
true – instilled deeply in the consciousness of targets. The “infodemic” 
that arose in the context of the COVID-19 pandemic [26] can serve as 
a touchstone. This blurring effect makes people unknowingly sus-
ceptible to placing undue trust in specific information and sources or 
withholding it altogether due to outright confusion.

As human cognition is highly susceptible to manipulation and de-
ception, CogWar aims to influence thinking processes, such as per-
ceptions, decision making and behaviour [25, § 2–19]. Recognising 
and dispelling misinformation and disinformation requires critical 
thinking skills to identify untrustworthy information sources, and to 
understand how one’s own potential cognitive biases may increase 
one’s susceptibility to manipulation or influence [25, § 2–15]. This 
weaponised use of information serves to build and reinforce biased 
or false narratives, altering the perception and the behaviour of 
individuals and ultimately that of society [9, pp. 162–165]. Indeed, 
CogWar targets influential individuals, specific groups, and large 
numbers of citizens selectively and serially within society, with 
the potential to fracture and fragment an entire society or disrupt 
alliances [27].

In short, CogWar is a form of propaganda spread through manip-
ulated media or social media for political or military purposes and 
aimed at fostering and instilling biased and conflicting narratives 
among targeted individuals, so as to make them behave accordingly 
by clouding their judgement. Therefore, what is most concerning 
about the cognitive effects of CogWar in peacetime is not its impact 
on the battlefield but the political and social consequences.

Cognitive science is the study of the human mind and brain, focusing 
on how the mind represents and manipulates knowledge and how 
mental representations and processes are actualised in the brain. Its 
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interdisciplinary features – linguistics, psychology, neuroscience, phi-
losophy, computer science/artificial intelligence, anthropology, and 
biology – make cognitive science an autonomous academic discipline 
which studies the mind and its processes from different perspectives 
and approaches. It deals with human behaviour, with a focus on 
the mind and its interactions with the surrounding world, and how 
nervous systems represent, process, and transform information, and 
therefore is crucial to understanding the relevance and the impact of 
CogWar on brain, mind, and behaviour.

There are different views regarding the definition and intended 
scope of cognitive science, which can be considered “a multidisci-
plinary endeavour” that integrates methods and theories [28]. Paul 
Thagard [29] connects the origins of cognitive science to the first 
studies about the nature of human knowledge, of mind and mental 
operations, and to experimental psychology, linking them to the 
mid-50s, when primitive computers appeared, and artificial intelli-
gence (AI) started to become conceptualised. In such context, Arthur 
Samuel [30] coined the term “machine learning” in 1959, following 
the publication (1950) of Alan Turing’s seminal paper “Computing 
Machinery and Intelligence” [31]. Since then, AI, which comes from 
a deep learning approach based on neural networks, has become 
a central part of cognitive science [29].

While on the one hand it is clear that cognitive science is deeply 
interconnected to the human mind, on the other hand in order for 
it to be an autonomous discipline it needs an artificial – electronic 
and digital – environment provided by computers. Against this 
background, artificial intelligence and machine learning play a funda-
mental role, along with digital multimedia platforms, that empower 
global interconnectivity.

Thagards [29] finds that people have mental rules and procedures 
for generating new rules. CogWar techniques rely on such mental 
patterns and thereby influence the decision-making process and 
the behaviour of target populations by predicting and manipulating 
the results of perceptions and actions.2 From these definitions and 
concepts we can infer the relevance and impact of CogWar, and the 
attention and concerns it raises.

The importance of CogWar and related topics is highlighted, inter 
alia, by the recent release (Sept. 2022) of the U.S. Joint Publication 
3.04 – Information in Joint Operations, which provides fundamental 
principles and guidance to plan, coordinate, execute and assess the 
use of information during joint operations [32]. The revised doctrine, 

2 	   For a discussion 
on behaviourism, 
see, e.g., G. Graham, 
„Behaviorism”, in The 
Stanford Encyclopedia 
of Philosophy (Spring 
2023 Edition), E.N. 
Zalta, U. Nodelman, 
Eds. [Online]. Available: 
https://plato.stanford.
edu/archives/spr2023/
entries/behaviorism/.
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which has not been publicly released, briefly introduces cognition 
and its cognitive impact within the IE [32, §§ I-7, III-3, VI-2].

Both the U.S. joint doctrine and NATO policy have already recognised 
cyberspace as an operational military domain and are striving to in-
clude the cognitive realm among the battlefields [7, pp. 178, 181]. As 
the cognitive dimension becomes ever more relevant in the present 
and future geopolitical challenges, NATO is taking the necessary ac-
tion against “weaponised information” in modern warfare. The NATO 
Allied Command Transformation (ACT) acknowledges that “the lines 
between peace and war, political and military, strategic and tactical, 
physical and non-physical are blurring” [33] and the Supreme Allied 
Command Transformation (SACT) Concept Development Branch 
(CNDV) has been accordingly tasked by SACT to develop a concept on 
cognitive warfare [27]. The work is part of the implementation of 
the NATO Warfighting Capstone Concept (NWCC) through the Warfare 
Development Agenda (WDA). The CogWar Concept is a Line of Delivery 
(LoD) nested under the cross-domain command of the Warfighting 
Development Imperative (WDI) [34, § 1], as identified by the NWCC.

A cognitive warfare exploratory concept is currently under devel-
opment by a NATO ACT team of experts. The goal is to develop an 
Exploratory CogWar Concept for approval by SACT during 2023 in 
order to implement the NWCC and leverage the WDA. This explora-
tory concept will include a final Cognitive Warfare Concept, to be 
approved by the Military Committee (MC) in the summer of 2024 

– the MC develops strategic policy and concepts and provides guid-
ance to SACT and as such is an essential link between the political 
decision-making process and the military structure of NATO, being 
tasked for translating political decision and guidance into military 
direction [35].

NATO’s Military Strategy, adopted in May 2019, provides the Alliance 
with military-strategic objectives and the ways and means to imple-
ment them through two high-level concepts: the NWCC, as part of 
the WDA – a planning tool to implement the Warfighting Capstone 
Concept – and the Allied Command Operations (ACO) Concept for 
the Deterrence and Defence of the Euro-Atlantic Area (DDA) [33; 34]. 
Endorsed by NATO Heads of State and governments in 2021, the NWCC, 
often referred to as NATO’s North Star, sets forth a 20-year vision by 
anticipating threats and understanding the strategic environment 
and specifically focuses on multi-domain operations (MDO), resilience, 
cognitive work and much more, enabled by digital transformation 
[33; 34]. MDO are how operations are conducted in time and space 
with synchronisation of all domains [36] and are described by TRADOC 
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as a mix of “unconventional and information warfare (social media, 
false narratives, cyber-attacks)” [24, vi, §§ 2–2, C-2, D-3].

According to the definition developed by the NATO team of experts, 
“ ‘Cognitive Warfare’ is the convergence of ‘Cyber-Psychology’, 
‘Weaponization of Neurosciences’, and ‘Cyber-Influence’ for a pro-
voked alteration of the perception of the world and its rational anal-
ysis by the military, politicians, and other actors and decision-makers, 
to alter their decision or action, for obtaining strategic superiority at 
all levels of tactical intervention concerning individual or collective 
natural intelligence, as well as artificial or augmented intelligence in 
hybrid systems” [8, p. 44].

The NATO Science and Technology Organization (STO) has endorsed 
a variety of Exploratory Teams (ET) and Research Task Groups (RTGs) 
on the subject of CogWar [37].3 The System Analysis and Studies 
(SAS) Panel approved the following RTGs: SAS-177 on Defending 
Democracy in the Information Environment: Foundations and Roles 
for Defence; SAS-185 on Indicators and Warnings for Cognitive 
Warfare in Cyberspace. The Information Systems Technology (IST) 
Panel endorsed the following activities: IST-177 (RTG) on Social Media 
Exploitation for Operations in the Information Environment; IST-
ET-123 on Exploring Countermeasures against Misinformation of 
a Nation’s Population. Interdisciplinary research led by the Human 
Factors and Medicine (HFM) Panel include: HFM-374-RTG CogArmy: 
Cognitive training and teamwork assessment of Army personnel; 
HFM-ET-214 Cognitive Security: building and maintaining resistance 
to offensive cognitive strategies; HFM-ET-215 The Ethical and Legal 
Challenges of Cognitive Warfare; HFM-ET-216 Methods and Weapons 
of Adversary Cognitive Warfare; HFM-IST-ET-213 Visualization of 
Cognitive Warfare Situational Awareness; HFM-373-RTG Technology 
Enablers for Monitoring and Assessment of Humans in CogWar. 
These research activities were approved by different panels — which 
reinforces the cross-disciplinary of the topic (a good example of this 
is the SAS-HFM-ET-FE on Early Warning System for Cognitive Warfare 
in Cyberspace). Most of this research activity is classified or restricted 
and not publicly releasable and therefore we will not dwell on such 
content in this article.

In this context, the NATO STO Human Factors & Medicine Panel 
organised an HFM-361 Research Symposium (RSY) on Mitigating and 
responding to Cognitive Warfare in Madrid on 13–14 November 2023, 
aimed at supporting the WDA (as stated in the NATO NWCC) and provid-
ing information for science and technology guidance on improving 
countermeasures to CogWar, so as to meet and mitigate current 

2 	   Situation 
updated as of 5 July 2023.
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and future security and defence challenges [38]. The proposal for 
a symposium on Meaningful Human Control in Information Warfare 
(HFM-377-RSY) to be held in the coming year is still pending.

4.	 The Metaverse: A New Domain of Warfare?
The term “metaverse” – a portmanteau which combines 

the words “meta” (meaning beyond) and “verse” (short for the uni-
verse) – increases the confusion on and around defence concepts 
that lack a workable definition. This hip buzzword was coined in 1992 
by visionary author Neal Stephenson in his dystopian sci-fi thriller 
Snow Crash [39], which predicted the metaverse as a convergence be-
tween the real and the virtual world; a universe beyond the physical 
where physical reality is merged and interacts with digital virtuality 
[40, p. 486] facilitated by the Internet of Things (IoT). According to 
one of the many similar definitions, IoT “is the network of physical ob-
jects that contain embedded technology to communicate and sense 
or interact with their internal states or the external environment” [41].

The two words – metaverse and war – may sound completely unre-
lated but on closer consideration they are more intertwined than 
they may appear at first glance. The virtual and physical worlds 
are becoming increasingly interconnected, interdependent, and 
indistinguishable from one another. Metaverse wars draw together 
online and offline worlds. In traditional warfare, enemies go to war 
with (or over) something tangible. Since cyberspace was elevated 
to the domain of operations, just as for the three traditional realms 
of land, air, and sea [7, pp. 178, 181], cyberspace became a virtual 
battlefield. This new way of waging war where opponents can do 
battle in a virtual environment could replace physical wars.

What happens in cyberspace does not necessarily stay in cyberspace. 
The metaverse can serve as a bridge to bring the actual force from 
the virtual to the real world, going far beyond the boundaries of 
a traditional conflict. As Stephenson wrote, “The Metaverse has now 
become a place where you can get killed” [39, p. 346] — a fictional 
statement which genuinely raises concerns. Kinetic actions can be 
materialised through cyberspace and reverberate their effects in 
the classic operational and physical domains. However, until cyber 
actions involve the use of lethal force, they fall below the threshold 
of armed conflict [7, p. 189–191; 8, p. 40–41].

Even if virtual actions cannot replace physical warfare as such, it does 
not mean that cyberwarfare has no negative impact. A drone attack 
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conducted virtually can have lethal effects on the battleground. As 
war becomes the counterpart of communication, the latter unfolds its 
effects, even if not lethal, in the real world. This implies that a nation’s 
power would no longer be decided just by its resources and manpower, 
but by its critical enabling capabilities across all domains. Stephenson 
writes that everything in the metaverse “depends upon the ability 
of different computers to swap information very precisely, at high 
speed, and at just the right times” and that “people who go into the 
Metaverse…understand that information is power” [39, p. 400, 431]. 
If we connect these fictional words to the real world, we can easily 
imagine the impact of the metaverse on military operations, where 
the convergence between cyberoperations and electromagnetic op-
erations plays a crucial role in gaining full spectrum dominance [42].

The concept of “full spectrum operations” highlights the influence 
of full-dimension operations on future doctrine [42]. Given the 
cross-domain, multi-domain, or all-domain operations doctrine, 
which prompts the military to conduct full spectrum operations to 
exert control over all dimensions of the battlespace [24], it seems 
clear that the metaverse may result in a new domain of warfare over 
time, although it is still too early to say how. What is also clear is the 
legal framework, which should be respected.

The significance of the interconnection between the cyber domain and 
the metaverse for multi-domain operations is confirmed by research 
commissioned by the Italian Ministry of Defence, in the scope of the 
Annual Research Plan (2023), with the purpose of identifying and 
exploring dual-use and innovative technologies to enhance military ca-
pabilities and gain a tactical advantage, in line with NATO STO trends [43].

While digital transformation enables MDO, emerging and disruptive 
technologies – including, inter alia, virtual and augmented reality – 
have further complicated the operational environment. The multi-do-
main environment can be dubbed the “metaverse”, an immersive 
visual interaction between physical and virtual objects facilitated by 
advancing virtual reality (VR) and haptic technology [44, p. 97, 99]. 
The metaverse is bringing the physical and digital worlds closer 
together by expanding the possibilities of virtual and mixed reality 
and finally interacting with the physical and digital worlds. Potential 
applications in the metaverse include building and manipulating 
3D objects and creating more intuitive, human-centred interfaces 
through AI. [44, p. 94].

The next generation of wearable technologies – textile computing 
technologies that can sense and react to the human body – will 
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enhance the experience of the users to provide a fully integrated hu-
man-computer interaction through digitisation of human biodata, ac-
tivities, behaviours, and relationships, turning textiles into bidirectional 
interfaces that might find effective military applications [44, p. 99].

5.	 Conclusions
Emerging and evolving threats are coming from the virtual 

and cyber domains. Even if this appears to be nothing new, what 
is novel is the speed, scale and intensity of unconventional attacks, 
facilitated by rapid technological change and global interconnectivity. 
It is more than likely that such threats will increase in the future until 
they become prevalent over conventional (kinetic) means of warfare, 
although rapid technological advance and emerging military doctrine 
prevent us from reaching any definite conclusion at this point. Future 
research should scrutinise the impact of cognitive actions and the 
metaverse on individuals – a broad audience encompassing political 
and military leaders, policy and decision-makers and the society as 
a whole – and how international relations and warfare may be affected.

While rapid technological change makes the future of warfare 
uncertain and unpredictable, the metaverse seems to have the po-
tential to become a new battlefield where information and cognitive 
operations could find their “natural” environment. Nevertheless, 
such operations are lawful either in the real or the virtual world; the 
emerging military doctrine cannot equate non-kinetic and non-lethal 
actions to a conventional attack.

“If we hold to the assertions by Sun Tzŭ, Clausewitz, Smith and 
Foucault, we must conclude that, while there is no distinction be-
tween political and military activity, the latter is characterised by the 
use of lethal weapons, and any other activity has to be considered as 
below the threshold of armed conflict and outside the scope of war(-
fare) according to IHL, including information and cognitive actions 
and, to some extent, cyberattacks, with the metaverse that, given its 
hybrid nature, can support either kinetic and non-kinetic operations”.

Although the legal framework is clear, governments and military 
organisations should strive to reach a legally binding and undisputed 
definition of threats coming from the digital world, whilst taking 
care not to brand them as “warfare” so as to avoid triggering any 
conventional response. International law cannot be made through 
one party’s doctrine or policy. Peace is the most valuable commodity 
and is too precious to be endangered by virtual conflicts.
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Abstract
The holistic nature of security in a hyper-connected world 

has increased the relevance of the cyber environment. One of the 
most relevant threats identified are the attacks against energy 
infrastructure. This article establishes a comparative study of cyber- 
-attacks launched by Russia and Iran against energy-related infra-
structure. Both countries are specialized in asymmetric strategies 
and tactics in which cyber has a core role. The research analyses 
both Iran and Russia´s main actions against energy supply infrastruc-
ture, studying the pursued objectives and identifying their potential 
political results. The document is structured as an initial theoretical 
approach to the use of asymmetric Gray Zone and hybrid strategies, 
focusing on the use of cyber-attacks by Rogue States. From this ap-
proach, the analysis reflects the political visions of Russia and Iran, 
linking it with Russia’s actions in Ukraine, as well as the Iranian cyber 
offensives against western targets. The concluding section reflects 
on the effectiveness of these strategies with respect to the general 
strategy of both states.
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1.	 Introduction

T  he geopolitics of energy in the 20th and 21st Centuries 
was controlled by the power of the Oil-States to be able 

to shut down the supply of oil and gas. The progressive energy tran-
sition has reduced the dependency on fossil fuels, and renewable 
energies have less scope to be used a tool of geopolitics as energy 
production becomes more decentralized. However, new threats 
are emerging, one of them being the supply interruptions due to 
cyber-attacks against critical infrastructure. One relevant example is 
the Russian attack against Ukraine in 2015 that left 250,000 people 
without energy supply [1].

Among the critical infrastructures the electricity network is one of 
the most relevant, due to the dependence of telecommunications, 
transport, the financial system or public security upon them [2]. 
Without electricity, the financial sector, emergency services and 
public institutions could be disrupted [3]. A disruption to the elec-
trical network could also have fatal consequences: as an immediate 
result of the shutdown there could be dead and wounded, owing 
to fire, hypothermia, gas leaks, failures in the healthcare system 
or interruptions to the water supply [4]. The high level of intercon-
nection between technological networks may pose a threat to state 
cybersecurity, as has been demonstrated in recent years with the 
cyber-attacks against national networks in certain countries [5].

Electricity networks are a priority target of the military and insurgents. 
For terrorist groups and organised insurgencies, it is cheap and easy 
to destroy high-voltage pylons or attack power stations. On the other 
hand, it is typical in military strategy is usual to plan kinetic offensives 
against power plants or analogous installations as part of bombing 
campaigns. Cyber-attacks are part of the portfolio of strategies of 
states [6]. It can be stated that the energy sector is exposed to a wide 
variety of attacks, with some of them falling within the framework of 
hybrid warfare [7]. In this sense, the United States has identified Russia, 
China, Iran and North Korea as critical threats to its energy sector [2].

This article analyses the cyber actions launched by Russia and Iran 
against the energy supply infrastructure of their adversaries. Both 
states are specialised in asymmetric strategies and tactics, defined 
by their lack of recognition, ambiguous objectives, and the use of 
proxy non-state actors. This is a comparative study that focuses on 
actions developed in order to achieve their geopolitical imperatives.

Due to this fact, the main objectives in this paper are to analyse the 
cyber actions as part of a broader strategy, with the further aim of 
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studying the most relevant cyber actions conducted against energy 
supply infrastructure. One of the most important contributions of 
the paper is to establish a link between the concept of the ‘Gray Zone’ 
and hybrid warfare, and applying this to the specific cases of Russia 
and Iran.

Starting from our approach to the use of asymmetric warfare by 
state actors, the analysis contains an outline of the geopolitical 
visions of Russia and Iran, so as to facilitate examination of their 
actions within the cyber domain. This research focuses on the 
Russian attacks against Ukraine and the Iranian cyber operations 
against Western targets. The conclusion reflects upon the effective-
ness of these methods with reference to the general strategies of 
both states.

2.	 The Gray Zone and cyber strategies
Recent decades have shown the need for states to augment 

their military capabilities with more subtle ways of exerting their 
power [8]. For instance, power can be exercised incentives, bribery or 
coercion [9]. The liberal international trading environment provides 
opportunities for rapid economic development, while also providing 
illiberal states with ways of exploiting this environment in their 
favour to increase their relative power by evaluating their network 
sources [10]. While conventional warfare utilises a high number of 
communicative components, non-conventional actions are more 
difficult to capture and identify, combining economic, cultural or 
technological features in a geopolitical project [11].

In this respect, the use of energy as a geopolitical tool has become 
a key asset for shaping international relations [12]. This use might be 
driven by economic motives, political reasons, or even national se-
curity matters [13]. Using energy as a political and military resource 
has allowed states to influence other countries and their decisions 
by controlling energy supply or demand [14], as well as influencing 
control and access to their own resources or supply [15]. The avail-
ability of resources is considered a key element that determines 
the geopolitical behaviour of states [16], such that it can be turned 
into a target to be attacked conventionally and unconventionally by 
their adversaries.

Due to its relevance and the potential damage caused by its shortage, 
energy is instrumentalized in Gray Zone conflicts. The spectrum of 
competition space existing between states is positioned between the 
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polarities of absolute peace and conventional armed conflict [17]. The 
Gray Zone is a type of conflict in which actors seek limited political 
victories, acting within a murky environment which does not explic-
itly break the rules and values of the international world order [18]. 
The strategy implies a gradual conflict that seeks to modify compo-
nents of the international system, using a combination of soft and 
hard power measures in non-conventional ways, making it difficult 
to prevent or respond to them [19]. This is a long-term approach, 
coordinating state and non-state actors and seeking to generate 
deterrence regarding the adversary [17].

The Gray Zone implies a temporary sustained confrontation that 
would not escalate to full-scale conventional war. The tools em-
ployed are economic and political pressure, energy blackmail or the 
use of cyberwarfare, both to reduce escalation of violence and to 
prevent retaliation [19]. This process is defined by a lack of clarity 
for the adversary, using ambiguity to weaken deterrence. However, 
both the revisionism of the international order and its alliances are 
a relevant component of the strategic objectives implied in this 
way of conflict [10]. The permissive and advantageous conditions 
are created by illiberal states such as China or Russia to effectively 
conduct operations in the Gray Zone against democratic countries. 
The lack of legal regulations allows authoritarian states to normal-
ise new practices and tools in this Gray Zone. Authoritarianism is 
highly centralised yet bureaucratically flexible, which allows for more 
effective use of propaganda, legal national structures, economic 
pressure, and support for non-state proxies, in comparison to what 
democracies can employ.

The success of Gray Zone operations is based in the interconnection 
of political, informational, and economic domains [10]. In a more dig-
italised world, the cyber dimension has increased its relevance [17]. 
Cyber operations contribute to increasing the opacity of actions, 
due to the difficulties in assigning responsibility [20]. Due to this 
fact, cyberwarfare is closer to terrorism and guerrilla warfare than 
conventional warfare, being considered in some cases a force mul-
tiplier or a strategic tool in others [11]. The effects are even more 
pronounced, considering their low cost, disruptive potential and the 
high level of damage can be inflicted upon an adversary [20].

According to the literature, those states with aggressive geopolitical 
agendas are likely to enhance their virtual and automated tools in 
the future [21]. The cyber actions enable and require cooperation 
between public and private actors [17], which hinders the attribution 
of responsibility, while diversifying the objectives and increasing the 

124

Guillermo López-Rodríguez    Irais Moreno-López    José Carlos Hernández-Gutiérrez



www.acigjournal.com    ACIG, VOL. 2, NO. 1, 2023    DOI: 10.60097/ACIG/162865

potential effects of network operations [22]. Cyberwarfare increases 
the attacker’s advantages due to the element of surprise, which can 
hamper the opponent’s ability to react when combined with other 
types of actions [11]. One of the key objectives can be critical non-mil-
itary infrastructures, with unpredictable domino effects leading to 
scenarios that can lead to long-term blackouts with impacts on other 
services, such as healthcare or food supply [22].

3.	 The Russian and Iranian world view
Historically, Russia and Iran had maintained a strategic relationship 
towards a common enemy which they both conceptualize broadly 
as “the West”; this means, the United States and the European 
Union. The conceptual differentiation between Russia and The West 
has been a core element in the Russian cultural and philosophical 
tradition since the end of the 19th Century (Berlin, 1978). In the case 
of Iran, the 1979 Islamic Revolution formed the milestone for taking 
a religious, ideological and political distance from the West. The gulf 
expressed by both countries’ leadership implies a different approach 
to the reality having its translation into politics [23]. This strategic 
agreement does not involve a dovetailing of ideological or moral 
perspectives between the leaderships of these two countries, but 
a common defensive view from their foreign policy standpoint and 
national interests that emphasizes the need to fight what they regard 
as western impositions, both in international, political and economic 
scenarios as well as in social life. There are two important elements 
that help to explain how the view of foreign policy in Iran and Russia 
is related to actions that lead to these kind of cyber-attacks on critical 
infrastructure, particularly on energy.

First, a traditional defensive view of Iran and Russia from what they 
call “the West” as a de facto international power headed formally 
and informally by the US and EU. This perception led to a specific 
view of their role in the international scenario, where “the West” 
is constantly trying to impose upon the rest of the world those 
views, lifestyle and policies that serve western interests. The 
transformation of international relations from a bipolar system into 
multipolarity implied that Russian elites would seek to be one of 
these poles [24]. Second, the view of both countries of foreign policy 
as a zero-sum game. Russia developed a particular combination of 
these two elements. Since Vladimir Putin’s second term (2004 – 2008), 
Russia has re-emerged with the same policy stance as that adopted 
during the Cold War: once the menace from terrorism stopped as 
a common cause for United States and Russia, Vladimir Putin started 
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to distance himself from the West and began to claim the historical 
role of Russia – as heir of the USSR- in international politics. From 
that perspective, the very secure and already popular regime of the 
Russian president began to speak about a global shared leadership 
between the great powers, as existed from 1945 – 1991. The Russian 
invasion of Georgia in 2008 implied a rupture in the geopolitical 
relations between Western and Eastern countries. Prior to this 
military offensive, political analysts had assumed that the econom-
ic transformation in Russia would imply a closer approach to the 
West. In addition to the Georgian invasion, other key elements that 
widened the East-West gap were the Iranian nuclear program and 
the Afghan War [25].

The doctrine that nourished this perspective was called “Eurasianism”, 
a long-forgotten term for this part of the world that no longer felt 
like part of Europe, and was not exclusively part of Asia either. This 
doctrine of Eurasianism forcefully vindicates the role of Russia as 
a great international power, that is, a kind of rationale for no western 
“intervention” in what they call the near abroad countries (meaning 
former USSR republics). The doctrine claims Russia’s regional leader-
ship of a symbolically constructed region called Eurasia in the name 
of power sharing across different regions of the world. According to 
Marcin Skladanowski [26], it was Dugin who founded “the Myth of 
Russian Exceptionalism”, which is described as follows:

“The conviction of Russia’s uniqueness, both in the past as well 
as the present” and this uniqueness has become the fuel to 
radicalize the anti-Western rhetoric of the Russian Federation 
because of its anti-Occidental identity awakening [26].

In a similar way, from the moment the religious movement of 
Ayatollah Khomeini succeeded in Iran in 1979, a campaign of radical 
anti-westernization was undertaken by the new theocratic govern-
ment. The country had earlier experienced a complicated decade 
because of the power struggle between a monarchy backed by the 
United Kingdom and the United States and headed by the Shah 
Mohammad Reza Pahlavi and several other political groups, such 
as communists and democrats led by Mohammad Mosaddeq, so 
in the 1960s Iran was a socially effervescent country with multiple 
perspectives on the future of Iran, which then vanished because of 
the banning and censorship arising from the Revolution.

A brief historical explanation is required in order to properly un-
derstand that in the 1970s the Soviet government and the newly 
established theocracy had nothing in common ideologically, while 
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both were committed to using anti-western rhetoric in order to 
sidestep the context of strong democratic inclinations and (after 
the Bandung Declaration) to legitimizing their own struggle against 
the impositions of capitalists from the west, announcing that they 
would be acting on their own terms concerning international rela-
tions. The sociocultural features of Iran have implied that, in spite 
of the regime’s views, there is an active digital arena in the country, 
i.e., while the theocracy ruled according to the Ayatollah Khomeini’s 
conservative views, they seem to have adapted very well to innova-
tions in the Internet sphere. Since the expansion of the Internet, the 
digital arena has been used by politicians, civil society and journalists, 
as well as religious elites who had been using digital aspects for 
theological debates [27].

At the end of the first decade of the 21st Century it was clear that 
this common position shared by both Russia and Iran was not only 
maintained but reinforced by the constantly developing technologies, 
such as the Internet and its evolving resources. Evgeniy Morozov, 
a Belarusian dissident familiar with the multiple strategies of the 
Soviet and post-Soviet regimes, acknowledged that technology is not 
unconditionally on the side of democracy, and more than a decade 
ago he announced that the cyberutopian conception was about to 
detonate in the hands of its adherents. This refers to the idea that 
the Internet, by virtue of its mere existence and the socialization it 
engendered, would find a way to becoming the main tool for democ-
ratization and open societies, and therefore defeat authoritarian re-
gimes [28]. Morozov himself explained how this idealistic perspective 
failed, such as during the so-called Iranian “Green Revolution” or the 
Green Movement of 20091.

The ideas of Morozov have become even more relevant now that 
we face the twin challenges of cyber-attacks and AI, and with Iran 
and Russia also having become skilful and frequent users of these 
resources for furthering their political and geopolitical objectives. 
Coincidentally, according to the timeline presented by United 
States Institute for Peace, both countries started launching cyber- 
-attacks around 2008 and 2009 [29]. Globally, the Cybersecurity and 
Infrastructure Security Agencies (CISA) registered a 38% increase 
in cyber-attacks in 2022 [30]. Although not all cyber-attacks come 
from the state actors themselves, here we are going to refer only 
to cyber-attacks undertaken by the governments of Russia and Iran. 
Both countries had been accused of drastically increasing cyber-at-
tacks from Israel and the US in 2022 and 2023 [30]. Cyberwarfare 
from these perspectives is highly effective for both countries: since 
it has specific targets and because of its mechanisms it might be able 

1 	  Evgenii 
Morozov places the 
Green Movement or 
Green Revolution in 
Iran as one of the first 
collective and more 
illustrative movements 
greatly disappointed 
by the hopes of 
‘cyberutopianism’. 
Thousands of Iranians 
united in the streets 
of Tehran to speak 
out openly against 
the theocratic regime. 
Many of them organized 
the protest through 
Facebook, they even 
posted their precise 
location so others could 
join them in the street 
protests. The result, in 
terms of loosening the 
regime’s tight grip, was 
a disaster. The political 
police traced the leaders 
of the Green Movement 
through geolocation, as 
many were subsequently 
arrested and harassed, 
including their families. 
In this case, the once 
supposedly liberating 
digital tools ended up 
aiding the persecution.
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achieve its objectives with relatively low losses or no losses. Even so, 
this does not mean that this kind of attack is cheap to carry out.

4.	 Cyber-attacks on critical infrastructure: 
the strategy of Russia and Iran
The relevance of critical infrastructure for western countries’ 

stability implies the analysis of cyber operations conducted by Russia 
and Iran. The low economic cost of the actions and the high impact in 
comparison with other kinetic attacks provides a justification for their 
use. In this section of the analysis, the research analysed the use of 
cyber operations in the framework of asymmetric actions, focusing 
on certain key operations. In the Russian case the analysis focused 
on the Ukrainian scenario, while Iranian operations demonstrate 
a higher diversity of targets and infrastructures affected.

4.1.	 Russia: hybrid warfare against Ukraine

The use of cyber strategies in Russia has been linked with 
informational warfare and influence operations. This is explained by 
the historical relevance of propaganda as a core element in political 
operations, a heritage from the Soviet times due to its long-term 
approach. Russia has extensively used trolls to manipulate, to create 
disinformation and to promote subversion. This use of cyber actions 
has been complementary to kinetic attacks against infrastructures 
which cause material damage, as happened in 2008 in Georgia and 
in 2014 in Ukraine [31]. The Russian invasion of Ukraine in 2022 has 
proved how hybrid warfare is a renewed, yet very aggressive way of 
attacking other countries’ nervous systems, causing great damage 
at relatively little cost to the attacker. The very concept of hybrid 
war has been conceived of in terms of how Russia was able to find 
new vectors of attack – or what they call self-defence – since the 
annexation of Crimea in 2014:

The term Hybrid War or Warfare (HW) rose to prominence in 
defense and policy circles as well as in the media after the 
Russian annexation of Crimea in 2014. It was dragged out 
from the relative obscurity of military theory circles to become 
a mainstream term used to describe a myriad of seemingly 
different security and defense challenges to the West [32].

Although the concept of Hybrid Warfare has been criticised it is still 
widely used, and it helps to explain several variations from the tra-
ditional conception of a physical war. The concept emerged first for 
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non-state actors who conducted operations with political or military 
objectives, then it also became part of the new military strategies 
for state actors. One of the main characteristics concerning Hybrid 
Warfare between states is the expansion of the battlefield:

In addition to blurred what is considered peace, conflict and 
war, hybrid warfare breaks the distinction between what is and 
what is not part of the battlefield… HW is both multimodal and 
employed on multiple levels at the same time, that comprises: 
the traditional levels of war – tactics, operation and field 
strategy- thereby accelerating the tempo at the strategic and 
tactical levels faster than a more conventional actor is able 
to do. Traditional physical spaces such as land, sea, air and 
space are increasingly accompanied by social and built spaces 
such as the political, economic, cultural and infrastructural 
and cyber [32].

The concept of Hybrid Warfare refers not only to high-tech military 
capabilities and cyber weapons, but as Reichborn-Kiennerud and 
Cullen (2016) explain, the concept includes the cognitive and psycho-
logical factors also, which are key in achieving military objectives. 
Since the beginning of the Russian invasion of Ukraine in February 
2022, there has been numerous significant cyber-attacks targeting 
Ukraine’s energy sector. These attacks have had a significant impact 
on Ukraine’s ability to generate and distribute electricity and have 
also caused widespread disruption to businesses and consumers. 
One of the most notable attacks was a distributed denial-of-service 
(DDoS) attack that targeted Ukraine’s three largest electricity distri-
bution companies in December 2021. The attack caused widespread 
outages, leaving millions of Ukrainians without power.

In February 2022, shortly after the start of the Russian invasion, 
Ukraine’s national grid operator, Ukrenergo, was hit by a sophis-
ticated cyber-attack that caused widespread power outages. The 
attack was attributed to Russia and was seen as a clear attempt 
to cripple Ukraine’s infrastructure. In addition to the attacks on 
Ukraine’s electricity grid, there have also been several attacks tar-
geting Ukraine’s oil and gas sector. In March 2022, a group of hackers 
calling themselves Killnet claimed responsibility for a cyber-attack 
that targeted Ukraine’s state-owned oil and gas company, Naftogaz. 
The attack caused the company’s website to go offline and disrupted 
its operations.

The cyber-attacks on Ukraine’s energy sector have had a significant 
impact on the country’s economy and have had a cumulative effect 
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when considering the consequences of the invasion. The attacks 
have caused billions of dollars in damage and have also led to a loss 
of confidence in Ukraine’s energy sector. The attacks have also had 
a significant impact on the lives of ordinary Ukrainians, who have 
been forced to cope with power outages and other disruptions. 
The cyber-attacks on Ukraine’s energy sector are part of a broader 
pattern of Russian aggression against Ukraine. The attacks are 
designed to weaken Ukraine’s economy and infrastructure, and to 
make it more difficult for Ukraine to defend itself. The attacks are 
also a clear violation of international law and have been condemned 
by the United Nations and other international organisations.

The cyber-attacks on Ukraine’s energy sector are a reminder of the 
growing threat of cyberwarfare. As the world becomes increasingly 
interconnected, cyber-attacks are becoming a common way for 
countries to wage war. The attacks on Ukraine are a wake-up call 
and highlight the need for countries to invest in cybersecurity and to 
develop strategies to deter and respond to cyber- attacks. However, 
western analysts say that many of the cyber-attacks inflicted by 
Russia against Ukraine have been quickly repaired, sometimes 
within hours, because of the highly skilled Ukrainian experts in 
these areas [33].

4.2.	 Iran: Cyber-attacks on critical infrastructure of 

western allies

Iranian cyber strategy is complementary to other influence 
operations in its areas of interest. Iranian geopolitics is based on 
generating deterrence by blocking the Hormuz strait or possessing 
ballistic missiles while deploying proxy actors on the ground, as hap-
pens in Syria, Lebanon, Yemen or Iraq. The strategy of using proxies 
has been employed in cyberspace also, which is a core feature of 
Iranian strategy [34]. Cyber capabilities have been extensively de-
veloped, thanks to the governmental cooperation with technological 
institutes and universities. In addition to scientific research, there 
are governmental investments in high-tech and communication 
companies. Most of these investments are direct from the Science 
Ministry, while others come from technological hubs [35].

Although we have already explained the key features underlying the 
tense relationship between Iran and the West over several decades, 
it is necessary to explain that Iran has conducted a long list of cy-
ber-attacks since 2009, precisely when the radical anti-western pres-
ident Mahmoud Ahmadinejad was elected. His aggressive rhetoric 
matched perfectly with the newly available tools at that time [28]. To 
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this purpose, Iran has developed both defensive capabilities against 
foreign aggression and against the regime’s political rivals, as well 
as offensive capabilities to confront American superiority over digital 
infrastructures. The defensive capabilities are focused on protecting 
sensitive data and critical infrastructure against cyber-attacks. In 
the same manner, the Iranian government has developed measures 
against the coordination of anti-government groups, so as to prevent 
the introduction of western ideas in opposition to the regime. In 
contrast, offensive capabilities are developed as a complementary 
tool within an asymmetric strategy against their enemies [35].

Several analyses of tactics, techniques and procedures of Iranian cy-
berwarfare show similar patterns between the Iranian government 
and its proxies in the Middle East. This strategy has been widely 
employed since 1979, with Iran having a cohesive network in the 
region which also operates in the cyber domain. The network of ac-
tors is unstable and some of the organisations use similar resources, 
tactics and procedures. The similarities can imply confusion, with 
it being unclear as to who is behind the attacks or whether those 
responsible are acting under orders from the Iranian government, or 
whether proxies are acting independently with no direct instructions 
being given [36].

Iran’s tense relationship with Israel has a long history, which starts 
in the religious and ideological terrain, but the conflict has escalated 
to political tensions and even overt threats in different periods since 
1979. At the present time, the wide range of capabilities opened up by 
Hybrid Warfare has led Iran to commence an extensive sequence of 
operations within cyberspace to pursue objectives against countries 
perceived by the Iranian leadership as hostile. Iran has been – and 
still remains – a very active actor when it comes to cyber-attacks, and 
there are several groups that perform this kind of action. There have 
been a broad array of operations carried out since 2009, and one of 
the main strategies from Iran is to attack western allies in the Middle 
East, mainly Israel and Saudi Arabia [37]2.

One of the main attacks upon critical energy infrastructure was 
performed in 2012 against Saudi Aramco, “a company responsible for 
10% of the world’s oil supply at the time” [38]. This operation can be 
considered as industrial sabotage against the regional rival of Iran, 
which is a relevant ally of western countries [39]. The attack began 
on August 15, 2012, by means of malware called Shamoon, which 
began deleting and overwriting data in around 30,000 computers, 
and responsibility for this was claimed by a group called the Cutting 
Sword of Justice:

2 	  For a complete 
timeline of Iranian cyber-
attacks against different 
countries but mainly, 
United States, Israel and 
Saudi Araba see the USIP 
(May 3rd, 2023) report: 
Iran accelerates cyber-
attacks. Available online 
https://iranprimer.usip.
org/blog/2023/may/03/
report-iran-accelerates-
cyberattacks
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The attacks were timed to coincide with Ramadan when most 
workers would be absent to allow the malware the maximum 
time to work unimpeded. The malware only infiltrated office 
computers and did not impact systems dealing with techni-
cal operations. Still, it grounded services to a halt, as office 
workers resorted to communications with typewriters and fax 
machines and gasoline refill trucks were turned away with no 
way to process payments. To mitigate the damage, Aramco 
purchased 50,000 hard drives, paying higher prices to cut the 
line and buy all the hard drives on the manufacturing line at 
several Southeast Asian factories [38].

In the last decade, Iran has performed numerous cyber-attacks 
against several countries, mainly United States and its allies: con-
tinuous cyber-attacks against Israel, the United Kingdom, Australia 
and even Albania. An important feature of these actions is that they 
attack not only critical energy infrastructure but also infrastructure 
vital to health, as was the case in 2022 against Boston’s Children’s 
Hospital and on Israeli water facilities back in 2020 [37]. The theocrat-
ic government has also launched attacks during US elections.

The Office of the Director of National Intelligence said that 
it had “high confidence” that Supreme Leader Ayatollah Ali 
Khamenei authorized a cyber influence campaign during the 
2020 presidential election. The online operation was intended 
to “undercut former President Trump’s reelection prospects - 
though without directly promoting his rivals.” Iranian cyber 
actors published more than 1,000 pieces of online content 
from several thousand fake social media accounts. Iran also 
sent threatening emails to Democratic voters, tried to exploit 
vulnerabilities on state election websites and attempted to hack 
the email accounts of political campaign officials [37].

The attacks have continued during 2023 and will remain. In April 
2023, Microsoft warned about the Iranian-linked group called Mint 
Sandstorm that has:

[…] started targeting critical U.S. infrastructure including 
energy companies, transit systems and seaports in 2021. 
The group gained access to sensitive systems “in support 
of retaliatory destructive cyberattacks […] “The increased 
aggression of Iranian threat actors appeared to correlate 
with other moves by the Iranian regime under a new national 
security apparatus, suggesting such groups are less bounded 
in their operations.”
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Regarding the complexity of the cyber-attacks from both countries, 
as a tool intended to destabilise or to act as a weapon (as done by 
Russia), it is expected that these attacks can and will be used widely 
in the future in many aspects, whether for criminal extortion, non-
state actors and between States. International law has been left 
standing and it is highly unlikely that it could prevent this kind of 
action between states. The comparative case shows the relevance 
of the state as a core actor in cyberwarfare, which often sponsors 
non-state proxies as a means of avoiding attribution. In addition, 
it is relevant to consider the importance of public expenditure to 
improve cyber capabilities, as well as the coordination with scientific 
institutions and the private sector, which increase the complexity of 
the digital arena as a domain of the conflict.

4.3.	 The impact of cyber-attacks from Iran and Russia

The analysis and examples used to demonstrate that hybrid 
warfare is a widely used strategy for both Iran and Russia must 
also take into account the fact that its impact is somewhat ambig-
uous, just like the strategy itself. According to the literature review, 
a conventional conflict allows one to easily identify the main actors, 
their motivations and the consequences of their actions, while it is 
difficult to identify them in Gray Zone operations [11]. Our case study 
confirms that relations can be found between general strategies 
and specific actions, but due to the unconventional nature of the 
operations it is complicated to prove this entirely. As long as the per-
petrators (groups of individuals) are possibly related to the regimes 
(both in Iran and Russia), they will probably remain as an important 
part of a clandestine or informal part of hybrid multimodal warfare.

In some cases, as happened in Georgia in 2008 or in Ukraine in 
2014 [31], cyber operations were clearly used as a complementary 
tool for conventional Russian military actions. In those cases, cy-
berwarfare was a secondary means of supporting other types of 
operations having a defined authorship. Some of the Russian cyber 
operations could be included in the set of hybrid actions, as they had 
a connection with specific kinetic operations. Other actions, especial-
ly those related to energy infrastructure, would be more adequately 
classified within the Gray Zone spectrum, since they can condition 
further political negotiations [14]. In contrast, the Iranian operations 
in the cyber domain would be better classified as Gray Zone activities, 
as most of them were performed following political objectives to 
destabilise adversaries. Their actions would aim to generate deter-
rence in order to improve their geopolitical position [17]. According 
to this analysis, Iranian cyber operations involve a high number of 
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public and private actors [17], which increases the difficulty in clearly 
identifying the authors of the attacks.

As different modalities of hybrid or non-conventional operations can 
be easily tracked, as happens with proxy wars or some disinforma-
tion campaigns, cyberwarfare is even more obscure and difficult to 
analyse. Actors involved in cyber operations are multiple and not al-
ways directly linked with only one state, thus allowing for deflection 
of responsibility [20]. A further impact is that hybrid cyberwarfare 
has become a part of national geopolitical strategies and it will re-
main as such. It is important to acknowledge that while cyber-attacks 
are often initiated by Rogue States with authoritarian regimes, liberal 
western countries can indeed respond to these and fight back in the 
same ambiguous terms. When analysing cyberwarfare, there are 
immediate impacts from the actions involved, as happens with cy-
ber-attacks against critical infrastructure, which are easy to identify. 
In contrast, it is even more difficult to fully prove the political long-
term consequences of cyber operations conducted in the Gray Zone. 
Cyberwarfare as a tool for military operations produces clear effects 
in supporting kinetic actions, but those operations with geopolitical 
purposes are much more difficult to capture.

5.	 Conclusion
This research constitutes an initial approach to the use of 

cyberwarfare against targets belonging to the energy sector. In 
a hyperconnected globalized world, various kinds of critical infra-
structure are vulnerable to cyber-attacks. The article is intended to 
present a comparative analysis of the use of cyberwarfare by Russia 
and Iran. These cases show how two rogue states have included 
cyber actions as an important tool within their general strategy 
based on asymmetric operations. As is evident from our analysis, the 
actions implemented at the operational level are perfectly coordinat-
ed, combining state and non-state actors and having a long-term 
approach of weakening their adversaries.

Their strategies include cyber actions in the framework of hybrid 
warfare. Despite this concept having been widely brought into ques-
tion, it is still used in official speeches and analysis [32]. The cyber 
tools are inserted into the framework of Gray Zone conflicts, as their 
use can weaken the defences of adversaries. The consequences of 
cyber actions can imply cognitive and psychological victories which 
can increase the complexity of the adversaries’ social environment. 
The case of Ukraine provides evidence for some of the direct effects 
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of cyber-attacks on energy infrastructure, such as blackouts and the 
interruption of normal business activities. Such actions have been 
mainly based on service denial, implying both material and reputa-
tional damage. The analysis has shown that since the beginning of 
the invasion of Ukraine, Russia has developed several cyber actions 
within the framework of a general strategy. The purpose of such 
actions has been to support conventional military operations, as 
well as to weaken an adversary’s defence system and undermine 
the morale of its citizens.

In addition to Russia, Iran has conducted cyber-attacks over a long 
period of time. This fact shows the long-term approach of their strat-
egy. In this research we have analysed various actions taken against 
oil infrastructure in Saudi Arabia, American healthcare facilities and 
water supply in Israel. In the Iranian case we can see a high diversity 
of targets across different countries, but at the same time they use 
cyberwarfare to complement other offensive and soft power strat-
egies. The Iranian case is an interesting one to study, as the regime 
combines high-tech elements in the digital arena with an ideological 
structure established within the cognitive framework of the regime.

This article facilitates the exploration of future research avenues 
for conducting deeper examinations into operations carried out 
in the Gray Zone. As the cyber dimension is a core element in the 
strategies of certain states, we cannot ignore the relevance of social 
and human dimensions for understanding the full impact of cyber-
warfare against adversaries. From an analytical perspective, it would 
be relevant to have greater knowledge of western cyber operations 
conducted against rogue states, in order to find parallels in their pro-
cedures. Other future lines of research could be focused on under-
standing the various effects related to deterrence aspects provided 
by cyber capabilities, as well as the various societal consequences 
arising from energy infrastructures being attacked. These lines of 
research could be strengthened by producing primary data through 
interviews with cyber experts to find weaknesses and strengths in 
the current energy systems. In the same way, it would be relevant 
to produce quantitative data regarding social perceptions about the 
consequences of a lack of energy supply on society, seeking to study 
social resilience in Western countries.

In addition, it is important to acknowledge the limitations of this 
paper. First, it is complex to analyse the phenomena of cyberwar-
fare, owing to its particular characteristics: the blurred attribution of 
responsibilities; the lack of internet regulation and law enforcement 
within cyberspace. Another important limitation is the feature of 
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non-state proxies linked to cyber-attacks to strengthen a state’s 
political or economic objectives. It is equally difficult to measure 
the effectiveness of such attacks for achieving Iran and Russia’s 
geopolitical goals. The analysis presented here clearly shows that 
the cyber-attacks are destabilising energy infrastructure, while 
legal loopholes and poor law enforcement, in conjunction with the 
ambiguous nature of the attacks themselves, makes the potential 
damage incurred difficult to acknowledge or confront.
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Abstract
The article explores Russian engagement in cyberspace 

during the conflict with Ukraine. Many experts have been surprised 
not only by the lack of coordination between offensive military oper-
ations in cyberspace and other domains, but also by the absence of 
significant cyberattacks. The central argument revolves around the 
perceived inadequacy of Russian capabilities. However, the authors 
contend that such an assessment is flawed and stems from the 
imposition of Western expectations onto a non-Western actor. They 
argue that the Russians’ employment of cyberspace not only aligns 
with their strategic culture but also represents a continuation of their 
utilisation of cyber as a tool for disinformation, which was previously 
observed during the war with Georgia in 2008 and the initial phase 
of the conflict with Ukraine in 2014. The aim of the article is threefold. 
Firstly, it discusses the Western strategic discourse regarding the 
potential use of cyberspace in warfare. In contrast to the position of 
Western experts, the second part of the article presents the Russian 
approach. The third section describes how the application of Russian 
cyber warfare concepts has played out in practice during the conflict 
in Ukraine.
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1.	 Introduction

D uring the 2013 gathering of high-ranking Russian 
and US defence officials, General Nikolai Makarov 

derided the absence of information warfare in the mission of US 
Cyber Command (USCYBERCOM) [1]. In a bold speech, he told his coun-
terparts, “One uses information to destroy nations, not networks” 
and suggested that the Americans’ lack of emphasis on information 
warfare demonstrated their ignorance. This incident served as a clear 
indication of Russia’s cyberspace priorities, as subsequently reflected 
in their strategic documents and implemented during the Ukraine 
conflict in 2022.

Despite the ongoing war in Ukraine, significant breakthroughs on 
the battlefield resulting from cyberattacks have yet to materialise. 
During the Russian-Ukrainian conflict, many experts have expressed 
surprise at the lack of offensive cyber actions. However, an analysis of 
cyberattacks since 2014 indicates that the Russians never considered 
cyberspace as a decisive domain for offensive actions [2], [3], [4]. 
From 2000 to 2020, Russia primarily focused on intelligence activities. 
Approximately 61% of attributed incidents were centred on the acquisi-
tion of information rather than disruption or degradation of adversary 
systems [5]. Furthermore, coordination between cyber operations and 
military actions has not unfolded as expected. In contrast to initial 
attempts to synchronise cyber and kinetic forces at the beginning of 
the war, we now observe the independent use of these two Russian 
capabilities [2]. This discrepancy may be attributed to the different 
objectives assigned to Russian cyber operations and kinetic invasions. 
Cyber operations focus on information warfare, including disinforma-
tion, propaganda, and subversion, while kinetic actions aim to acquire 
territory. As a result, it can be deduced that the highly anticipated 

“cyber Pearl Harbor” event is unlikely, and Russia’s performance in 
cyber warfare is not worse than expected. This is primarily due to the 
fact that cyber weapons are not suited to circumstances in Ukraine.

The article reviews opinions regarding the role of cyberspace in 
Russian strategy. Attention was drawn to the divergent understand-
ing among Western experts regarding the strategic utilisation of 
cyberspace by the Russians. This discrepancy contradicted both 
earlier assessments and actual Russian actions, starting from the 
attacks on Estonia in 2007.

Consequently, the following research hypotheses have been adopted:

H1:	� A different understanding of the use of cyberspace for 
strategic purposes, compared to the Russian perspective, 
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led to the formation of numerous inaccurate expectations 
and forecasts regarding cyberspace use during the war 
in Ukraine.

H2:	� Cyberspace did not effectively serve Russia’s objective of 
territorial acquisition in Ukraine, because it is better suited 
as a domain for operating in the grey zone, specifically for 
informational purposes.

H3:	� Cyberspace was mostly utilised by the Russians in the ini-
tial phase of the war to deploy offensive weapons against 
Ukrainian command and control systems, as well as mas-
sive malware attacks.

To investigate these hypotheses, the authors conducted a detailed 
analysis of assumptions and predictions on significance of cyber-
space use for strategic objectives.

To conduct the study, a registry and database were developed, 
containing scientific articles, public writings, as well as reports from 
official think tanks and governments concerning the strategic use of 
cyberspace by the Russian Federation, with particular emphasis on 
publications related to cyber activities accompanying the conflicts in 
2014 and 2022. Based on this, a study of source material was carried 
out using a critical analysis method.

This paper will proceed as follows: The first section describes Western 
perceptions of cyberspace use during conflicts, starting from the 
cyber Pearl Harbor and ending with actions below the threshold of 
war. The second section discusses the Russian strategic discourse 
on the role of cyberspace during conflict and warfare. The third part 
deals with the issue of Russian offensive actions in cyberspace and 
their role in achieving strategic victory.

2.	 Western Strategic Discourse: From Cyber 
Pearl Harbor to the Cyber Grey Zone
War is a legally and morally exceptional state of affairs, well 

defined on the grounds of international law. However, predictions 
about the future of war follow narratives and intellectual trends. 
Various manifestations of war, e.g. hybrid war, cyberwar, grey zone 
confrontation, come to the forefront of academic debate when social 
circumstances become favourable. Moreover, the development of 
cyberwar-related topics has resulted in a division within the field 
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between “alarmists” who view cyber power as crucial in modern stra-
tegic affairs and “sceptics” who believe that cyber power possesses 
less potency. The multitude of views regarding the potential use of 
cyberspace in warfare, as well as the ambiguity surrounding the ter-
minology employed, may lead to, among others, a misunderstanding 
of Russian operational concepts.

The warning issued by US Defence Secretary Leon E. Panetta in 2012 
about an unavoidable “cyber Pearl Harbor”, an attack that would 
cause physical destruction and loss of life, influenced the under-
standing of conflicts in the digital realm, where the sole alternative 
to cyberwar is cyberpeace [1]. Since then, “exaggeration” has become 
an important characteristic of the cyberwar discourse (for example, 
exaggerating the effect of cyberattacks on Estonia in 2007 or the 
Russian invasion of Georgia in 2008) [6]. This concept found fertile 
ground, especially among high-ranking US military officials, particu-
larly as a means to rationalise heightened investment in cybersecu-
rity. In an unclassified memorandum dated 23 March 2012, General 
Keith Alexander provided a strategic assessment for operating in 
cyberspace and “Preventing a Pearl Harbor Environment” [7]. He 
shared his viewpoint on the potential occurrence of a cyber “Pearl 
Harbor” and delved into the perils associated with failures in the 
realm of cyberspace. This analogy and metaphor quickly caught 
on, not only in official speeches by government officials but also in 
media coverage, where they were uncritically repeated. It also heav-
ily influenced the global discourse on cybersecurity and strategic 
planning in the early 2000s [8]. However, this circumstance was not 
without adverse repercussions. The ease of using catchy metaphors 
in discussions about war encouraged the unquestioned expansion 
of a reasoning that appears effective in theory but lacks explanatory 
capability in practice. Those who overlook this tendency are prone 
to rely on metaphors to do their thinking for them [9].

The widespread adoption of terminology such as “cyber-doom”, “pow-
er grid shutdown”, “shock and awe”, and “worst-case scenarios” also 
garnered support from some researchers, particularly leading up to 
and during the onset of the Russian-Ukrainian war. Jason Healey, the 
former Director of the Atlantic Council’s Cyber Statecraft Initiative, 
predicted that “it will be the first time a state with real capabilities is 
willing to take risks and put it all on the line” [10], and that “a Russian 
cyber offensive might have far more impact on the battlefield, more 
coercive power, more lethal and widespread effect than many 
doubters would expect” [11]. William Courtney and Peter A. Wilson 
of the RAND Corporation wrote that a Russian invasion would “likely 
employ massive cyber and electronic warfare tools and long-range 
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PGMs to create ‘shock and awe,’ [and] causing Ukraine’s defences or 
will to fight to collapse” [12]. Keir Giles of Chatham House believes 
that “a destructive cyber onslaught could target military command 
and control systems or civilian critical infrastructure and pressure 
Kyiv into concessions and its friends abroad into meeting Russia’s 
demands” [13]. NATO analysts David Cattler and Daniel Black assert 
that “cyber-operations have been Russia’s biggest military success 
to date in the war in Ukraine” [14]. Despite some limitations, Russian 
cyberattacks on Ukrainian government and military command 
centres, logistics, emergency services, and crucial facilities such 
as border control stations were completely aligned with a strategy 
known as “thunder run”, aimed at generating chaos, confusion, and 
uncertainty, and ultimately to prevent a costly and prolonged war in 
Ukraine. It is worth noting that Russian cyber-units have showcased 
their capability to achieve success with minimal prior warning and 
guidance, despite the significant challenges impeding Russia’s mili-
tary endeavours [14].

Despite these radical predictions, cyber operations don’t appear 
to be playing a decisive role on the Russian-Ukrainian battlefield. 
Since the beginning of the war, various, sometimes contradictory, 
analyses have been published regarding use of the cyberspace in 
this conflict. However, most experts agree on one aspect – cyber 
operations did not significantly contribute to achieving Moscow’s 
campaign objectives. James Lewis from CSIS writes that “the so-far 
inept Russian invasion, where cyber operations have provided little 
benefit, raises questions about the balance between defence and of-
fense in cyberspace, the utility of offensive cyber operations, and the 
requirements for planning and coordination” [3]. Jon Bateman from 
the Carnegie Endowment for International Peace states that “Russia’s 
cyber operations in Ukraine have apparently not had much military 
impact”, and even goes so far to describe it as “Russia’s humbling 
experience” [15]. On the other hand, John Hultquist from Mandiant 
points out that “many of these attacks carried out were designed 
to affect the civilian populace rather than any military targets” [16]. 
Marcus Willetta from IISS was surprised that “Russia’s invasion of 
Ukraine in 2022 did not appear to be accompanied from the outset 
by Russian cyber operations aimed at extensively disabling Ukraine’s 
critical national infrastructure” [4].

Microsoft wrote about the “limited impact” of cyber operations and 
the sharp decline in their intensity and pace already at the beginning 
of March 2022 [4]. Researchers Nadiya Kostyuk and Erik Gartzke say 
that “while Russia has conducted some cyber operations in Ukraine, 
both in the lead-up to and after the February invasion, these have 
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neither supplanted nor significantly supplemented conventional 
combat activities” [2].

There are several factors that can explain the lack of spectacular 
successes by the Russians in cyberspace, including a lack of flexibility 
in army management, the desire to avoid risks associated with the 
uncontrolled spread of attacks to other countries, the plan for a swift 
victory in the early weeks of the war without the need to utilise cyber 
capabilities [18], as well as the lack of coordination between cyber and 
kinetic operations [2]. There are also voices suggesting that Russian 
military strategists set the bar too high for cyber operations, basing 
their planning on observations from wars fought in the 1990s and the 
beginning of the current century, without adapting them to the condi-
tions of total war [19]. There was a lack of ideas (and possibly processing 
power or capability) for coordinating actions across different domains of 
warfare. Despite attempts in the early weeks of the invasion, currently, 
we can only observe independent utilisation of Russian capabilities [17].

However, another explanation for the absence of a cyber Pearl 
Harbor cannot be ruled out. Namely, that from the very beginning, 
the Russians did not plan for wide-scale use of direct cyber capabil-
ities against critical infrastructure objects, not due to a lack of such 
capabilities, but rather because of other strategic assumptions that 
perceive the cyberspace as most useful for achieving informational 
objectives. If this is the case, Russia may have different strategic 
goals for the use of cyberspace. This also fits into the current decline 
in popularity of the term “cyberwar”, as multiple non-military per-
spectives on understanding cyberpower are emerging. A review of 
the state of the art has shown that competition below the threshold 
of armed aggression is constantly gaining in importance. The empha-
sis on activities in the grey zone appears in, e.g. strategic documents 
of the largest cyber rivals – the US, Russia and China – but also in 
national security strategies of other countries, including Australia, 
Germany, Great Britain, and Indonesia [20]. The most contemporary 
approach perceives cyberpower mostly as a form of intelligence 
activity [21] and cyberpower exercises as a state of “unpeace” [22], 
an equivalent of the terms: “grey zone” between war and peace [23], 
[24] (the most popular), “non‐war military activities” [25],“warfare 
during peacetime” [26], [27], “subliminal aggression”, “persistent 
cyberspace confrontation”, or “non-war” [20], [28]. All these terms 
refer to actions below the threshold of armed aggression and usu-
ally cover the entire spectrum of possible actions, not only those 
in cyberspace. Therefore, besides deriving offensive and defensive 
strategies from the study of war, in practice, cyber conflict has been 
low in intensity, remaining below the threshold of armed conflict [21].

145

The Russia-Ukraine Conflict from 2014 to 2023 and the Significance of a Strategic Victory…



www.acigjournal.com    ACIG, VOL. 2, NO. 1, 2023    DOI: 0.60097/ACIG/162842 

However, the ongoing war confirms that the unquestionable benefits 
of cyber operations during a conflict below the threshold of war lose 
significance when the conflict becomes “hot”. The key advantage of 
cyber actions, or attribution – the clear indication of the attacking 
entity in cyberspace – loses significance when both sides are already 
in physical confrontation, and their mutual intentions are clear. In 
other words, deniability and ambiguity, which define grey zone 
conflicts, do not apply during times of war.

One of the advantages of conducting hostile operations in cyber-
space is the ease of disrupting enemy information exchange, which 
can be more effectively achieved, for example, through missile 
attacks on telecommunication infrastructure elements. The third 
advantage is their non-territorial nature, meaning they can be car-
ried out from any location on Earth, but this loses significance when 
kinetic targets can be attacked throughout the enemy’s territory, as 
the Russians are doing by targeting objectives across Ukraine. In 
the current phase of the war, Russia continues to utilise cyberspace 
to conduct operations in the grey zone against states supporting 
Ukraine. As a result, one can expect an intensification of disinfor-
mation and intelligence activities. This is reflected in opinions from 
Microsoft experts, who indicate that hostile Russian actions aimed 
at states supporting Ukraine primarily have an intelligence character. 
For instance, the attacks targeting Polish entities were not intended 
to damage systems as much as to gather information about the 
logistics process related to providing assistance to Ukraine.

Despite the aforementioned factors, which prevent categorising 
current cyber activities of the war as “grey zone” actions, the tech-
niques employed in Ukraine remain similar to those utilised prior to 
24 February 2022, once the element of surprise is excluded.

3.	 Russian Strategic Discourse – 
Information as a Weapon
To comprehensively grasp the broader context of Russian 

activities in cyberspace during the war with Ukraine, it becomes 
imperative to delve into how Russia defines and assigns significance 
to these activities at a strategic level. Undoubtedly, perception of 
this role is influenced by a longstanding tradition rooted in the 
development of doctrines pertaining to the active utilisation of intel-
ligence and subversive operations, tracing back to the eras of Tsarist 
Russia and the Soviet Union. Russia’s modern armed forces exhibit 
a creative continuity of this tradition. The very notion of “information 
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warfare” can be viewed as a natural extension of concepts formulat-
ed in the 1920s regarding active intelligence and counterintelligence. 
As posited by Jolanda Darczewska, this concept signifies “not so much 
a change in the theory of its conduct (the changes mainly relate to 
the form of its description, and not the content), but rather a clinging 
to old methods (sabotage, diversionary tactics, disinformation, state 
terror, manipulation, aggressive propaganda, exploiting the poten-
tial for protest among the local population)” [29].

Historical heritage played a significantly larger role in contemporary 
Russian military strategic thought. This is because it is influenced 
by two conflicting perspectives. According to Dimitri Minic, on one 
hand, it is shaped by arguments advocating the traditional definition 
of war as “the direct and open use of armed violence”. The opposing 
view posits that the central issue is the “bypassing of armed struggle” 
through the use of “indirect, non-armed violence”, including activities 
in the cyber sphere [30]. This duality in defining the role of non-kinet-
ic actions conducted in cyberspace (as well as the infosphere) at the 
strategic level may explain the limited role of cyber offensive actions 
during the hot phase of the conflict with Ukraine.

In addition to considering the historical context and distinctive 
strategic culture, the Russian approach to information and its role in 
achieving objectives within international politics and internal security 
is shaped and refined through numerous official documents [31]. 
These documents unequivocally indicate Russia’s awareness of being 
perceived as a threat by numerous countries. Concurrently, Russia 
is cognizant of its relatively disadvantaged position in the event of 
a confrontation with NATO. This is particularly evident in the 2021 
National Security Strategy of the Russian Federation, wherein explicit 
mention is made of foreign global internet companies that dissem-
inate disinformation and orchestrate social protests based on “the 
objective social and economic difficulties in the Russian Federation” 
[32]. Moreover, the Russian strategic culture perpetually portrays 
Russia as a besieged fortress [33], with the country’s power elite 
steadfastly believing that it faces an incessant threat of cyberattacks 
from the West, particularly NATO [34].

These factors create a foundation for the underlying assumptions 
of the Russian strategy in global competition, wherein continuous 
competition in the information domain is viewed as a permanent 
aspect of Russia’s exertion of pressure on Western states [35]. As 
a comparatively weaker actor, Russia must maintain a persistent 
and proactive approach in influencing other countries. This strategic 
outlook is operationalised at the military level through a collection 
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of concepts known as “Gerasimov’s Doctrine” [36], which was 
largely a reaction to US offensive actions, according to Moscow [37]. 
A crucial component of this doctrine is the belief in the necessity of 
conducting “active defence”, which entails employing non-military 
means and indirect approaches to maintain constant pressure on ad-
versaries [38]. The concept of “active defence” encompasses a wide 
array of activities aimed at systematically destabilising the social, 
political, and military systems of the opponent over an extended 
period, preceding any kinetic actions. Key elements for exerting this 
pressure involve non-military means utilised below the threshold of 
war, such as psychological warfare and subversion.

When discussing the evolution of warfare, Russian sources indicate 
that the current sixth generation of warfare involves “high-preci-
sion weapons based on land-air-sea”, with cyberspace assuming 
a reduced role as “informational-space support” [38]. The Russians 
classify information warfare activities into two interconnected and 
complementary categories: information operations and cyber oper-
ations (i.e. offensive operations in cyberspace as defined by NATO) 
[39]. The latter further encompasses two distinct strands: cyber-psy-
chological and cyber-technical operations. Cyber-psychological 
operations primarily leverage platforms, such as social media, to 
disseminate disinformation and propaganda, intending to exert 
long-term influence on societies and potentially destabilise hostile 
states. On the other hand, cyber-technical operations include a broad 
range of activities targeting enemy infrastructure. In the Western 
paradigm, however, greater emphasis is placed on destructive of-
fensive cyber operations targeting critical infrastructure, rather than 
information operations [40]. It is essential to note that Russian military 
terminology distinguishes their approach to information warfare, 
which extends beyond activities conducted solely during or immedi-
ately preceding kinetic warfare, in contrast to the Western approach 
that focuses on the tactical utilisation of information warfare during 
ongoing conflicts [41]. In this regard, Keir Giles astutely observed that 
the Russian term “kibervoyna” (cyber war) is only used when referenc-
ing Western thinking rather than Russian approaches [42].

During a conflict, Russia focuses on enhancing its armed forces to 
conduct strikes against critical infrastructure. However, the primary 
role of this task falls under long-range strike capabilities, specifically 
cruise and ballistic missiles, with cyber capabilities providing sup-
porting roles [43]. It is worth noting that “It remains unclear how 
cyber weapons fit into Russian thinking on strategic operations and 
SODCIT (Strategic Operation for the Destruction of Critically Important 
Targets) in particular” [43]. Despite this, artillery remains a significant 
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component in Russia’s “non-contact warfare” [38] approach, relegat-
ing cyberspace to a secondary position. According to a report from 
the RAND Corporation, “Russian military officers and analysts believe 
that augmenting capabilities in EW, space, and cyber could fully 
compensate for a lack of conventional theatre strike capacity” [44]. 
In the Russian armed forces, cyberspace is not regarded as a novel 
weapon category that fundamentally alters the nature of temporal 
activities on the battlefield. Instead, it is viewed as a tool primarily 
for subversion and enhancing its effectiveness. This perspective has 
guided the approach of the Russian Federation’s armed forces in 
recent years.

4.	 Russia’s Utilisation of Cyberspace 
During an Armed Conflict
When examining the utilisation of cyberspace in warfare, 

a crucial aspect pertains to its application during military inter-
ventions conducted by Russia against neighbouring countries. The 
Russian power elite justified these interventions as defensive actions 
aimed at safeguarding Russia through what they perceived as limit-
ed-scale defensive wars [45]. In this regard, the actions taken against 
Estonia in 2007 are particularly important, but did not cross the 
threshold of physical interference by armed forces. Additionally, the 
armed conflicts with Georgia in 2008 and Ukraine in 2014 exemplify 
Russia’s approach.

In Estonia, the pressure exerted was primarily achieved through 
successful yet temporary distributed denial-of-service (DDoS) attacks 
targeting government IT systems. However, no substantial cyber-
attacks have been officially confirmed, and experts have noted the 
absence of such attacks in Moscow’s arsenal. During the war with 
Georgia, cyber activities were predominantly ancillary to kinetic 
operations. Similar to the cyberattack on Estonia, instances of DDoS 
attacks and website defacements against official institutions were re-
ported. Nonetheless, the Georgia conflict in 2008 demonstrated that 
offensive operations in cyberspace need not occur at the “speed of 
cyber” [46]. The coordination of such operations with other domains 
poses a challenge that is difficult for most armed forces worldwide to 
manage. In the context of the Georgia conflict, Erik Gartzke astutely 
noted that Russia relied on conventional forces rather than cybernet-
ic forces to achieve success [47].

In a similar vein, during the initial phase of the conflict with Ukraine 
in 2014, the utilisation of offensive actions in cyberspace did not 
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hold significant importance in warfare [48]. Researchers and ana-
lysts posed the question: “Why was there no cyberwar in Ukraine?” 
[49]. James A. Lewis, when evaluating Russian offensive activities in 
cyberspace targeting Ukraine in 2015, observed “Cyberattacks are 
a support weapon and will shape the battlefield, but by themselves 
they will not produce victory” [50]. Subsequent cyberattacks on the 
Ukrainian power grid in 2015 and 2016 were primarily employed to 
exert pressure on Ukrainian society and the government in Kiev [51]. 
The NotPetya attack in 2017 aligns with the same logic of activities in 
the grey zone. It is important to emphasise that none of these actions 
changed the course pursued by authorities in Tallinn, Tbilisi, or Kiev. 
This fact certainly did not escape the attention of the Kremlin’s ruling 
elite. Hence, it appears that Russian expectations regarding activities 
in cyberspace are much more modest than assumed in the West, 
a notion seemingly substantiated by the progression of the Russian 
invasion of Ukraine in 2022. This is consistent with the conclusions 
drawn by analysts at CSIS in 2023: “Moscow appears to view using 
cyber operations more as a means of harassing Ukraine and support-
ing information operations than as a war-winning weapon indicative 
of the thunder run strategy (…) Cyber operations remain a weak 
coercive instrument for Moscow despite their frequent use” [52].

The shift by Russia from operations in the grey zone to a kinetic 
military operation can be explained not only by the ineffectiveness 
of such actions but also by Russia’s increased assertiveness in 
international relations over the past decade and Vladimir Putin’s 
growing acceptance of higher risk levels, particularly in actions 
directed against Russia’s immediate surroundings [53]. Additionally, 
Tor Bukkvoll highlights that Putin’s willingness to take on more risk 
stems from the “prospect theory”, which posits that individuals who 
fear losses are more inclined to engage in risky actions compared 
to those pursuing profit [54]. Consequently, it can be assumed that 
the fear of conflict escalation did not constrain Russian activities in 
cyberspace, and if Russia possessed effective cyber weapons, they 
would have undoubtedly been employed already. The level of tactical 
planning is evident in Russian actions, as the dominant attack tools 
were modified and gradually adapted in preparation for the impend-
ing invasion. Kenneth Geers noted in this regard that the beginning 
of 2022 witnessed a prevalence of defacement attacks, followed by 
intensified distributed denial-of-service (DDoS) attacks just before 
the invasion, and massive-scale malware usage during the kinetic 
phase of the operation [55].

Equally important in understanding the role of cyberspace activities 
in kinetic conflicts is Russia’s extensive employment of malware. 
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Microsoft has identified at least eight families of malware utilised in 
the initial weeks of the attack [56]. However, determining the extent 
of their coordination with kinetic assaults poses challenges [15]. This 
aligns with the fact that cyberspace activities are subject to limita-
tions that require a choice between mutually exclusive attributes 
such as speed, intensity, or control. Lennart Maschmeyer referred 
to this predicament as the subversive trilemma [57]. It appears that 
Russia, in this trilemma, prioritised intensity at the expense of the 
other factors, recognising that leaving the grey zone would hinder 
their ability to maintain coordinated speed between cyberspace ac-
tivities and operations in other domains. Similarly, they relinquished 
the control component. Nonetheless, these limitations restrict the 
ability of cyber operations to successfully produce independent 
strategic utility. Herbert Lin suggests that a potential solution could 
involve increasing the scale of cyberattacks at the expense of quality, 
selecting tactics that “go forth and damage Ukrainian institutions 
that provide government, military, and economic functions, that 
inform the Ukrainian public, or that constitute Ukrainian critical 
infrastructure” [58]. However, this approach has its limitations, 
as the Russians were unable to sustain the same intensity after 
the initial phase of cyberattacks from January to April 2022 [59]. 
The offensive role of cyberspace activities was likely constrained, 
partly because the Russians focused on psychological impact and 
information warfare, inadvertently exposing their covert access to 
Ukrainian IT systems, which could have adverse consequences for 
future offensive cyber operations. This suggests that this strategy 
might make it impossible to reue vulnerabilities and accesses gained 
during grey zone operations in a full-scale war, as the adversary 
may update their systems and bolster defences [61]. However, this 
may indicate a deliberate Russian prioritisation of grey zone conflict 
characteristics in cyberspace. The extensive use of malware resulted 
in some targets being infected with both malware and subjected to 
kinetic attacks, which could create the illusion of a partial correlation 
between offensive cyberspace and kinetic actions. This raised doubts 
among certain Western experts [17]. Nevertheless, it is evident that 
even if highly coordinated, the impact of cyberspace activities on 
the overall course of the war has thus far been limited. Despite the 
increased number of Russian cyberattacks in the initial phase, most 
proved unsuccessful: “only 29 percent of the attacks breached the 
targeted networks – in Ukraine, the United States, Poland and the 
Baltic nations (…) only a quarter of those resulted in data being 
stolen” [62].

It is noteworthy that the Russians did not show significant interest in 
synchronising their state-of-the-art electronic warfare systems with 
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other types of weapons. Jack Watling and Nick Reynolds observed 
that “Interestingly, there is minimal interest among Russian crews in 
synchronising these effects with other activities or with deconflicting 
their effects” [63]. This lack of synchronisation may have followed 
a similar logic in the use of offensive cyberspace activities. The 
objective was to deploy malware extensively without attempting 
to achieve deep synchronisation across different domains. Such 
a course of action aligns with the principles of Russian warfare, which 
place importance on the initial phase of war, preemptive measures 
[64], and information operations conducted in the grey zone.

Conclusions
The shortcomings of the Russian army during the so-called 

Special Operation against Ukraine launched in February 2022 can be 
observed with the naked eye. However, in the cyber domain, there 
was one exception, indirectly indicating Russia’s high offensive ca-
pabilities. Expert attention focused on the sole officially confirmed 
and successful offensive cyberattack on Viasat, a satellite internet 
provider. The objective of this attack was to undermine the Ukrainian 
military’s command and control system (C2). Notably, this attack oc-
curred just hours before the invasion commenced, garnering interest 
from Western analysts as an example of cross-domain coordination. 
While the internet blockade posed difficulties in defending Kiev 
during the early days of the war, it did not grant Russia enough of 
a military advantage to capture the Ukrainian capital or significantly 
influence the course of the conflict. The absence of other document-
ed instances of effective Russian cyber operations during this conflict 
makes it easier to interpret Russian failures in cyberspace as part of 
the overall bardak within Russia. However, it appears that Russian 
strategic goals in cyberspace were much more modest than what 
Western experts had imagined.

The text argues that this is because the Russians acted in accordance 
with their strategic culture, wherein information warfare is crucial for 
hybrid warfare, but not instrumental in gaining territory. Offensive 
actions in cyberspace may hold tactical significance but lack strategic 
importance. The concept of cyberwar, as envisioned by Western 
analysts, involving offensive actions against the enemy’s critical 
infrastructure during kinetic warfare, did not materialise. This was 
evident not only in 2022 but also in earlier conflicts such as the 2008 
war with Georgia and the 2014 armed conflict with Ukraine. Russian 
offensive activities in cyberspace aimed at achieving strategic victory 
primarily involved mass malware attacks in the initial phase, but later 
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shifted towards intelligence activities and disinformation campaigns. 
Decisive cyberattacks are not the most important element of this 
strategy. It seems that Russia acknowledges the limited role of cy-
berspace in kinetic warfare, primarily focusing on intelligence and 
subversion, assigning more significance to it. And it will most likely 
stay that way in the future.
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Abstract
Users’ habits in relation to cybersecurity are frequently 

examined from the micro perspective, using survey results to obtain 
impactful variables from individuals, focusing on usability and secu-
rity factors of passwords. In this paper, the influence of macrosocial 
factors on password strength is studied in order to offer a global 
comprehension of the influence of the environment on users. Using 
the list of the 200 most common passwords by countries released by 
NordPass in 2021, logistic regression has been used to predict mac-
rosocial variable influencing password strength. Results show that (1) 
Literacy level of a population; (2) Voice and accountability; (3) Level 
of global cybersecurity; and (4) Level of data breaches exposure sig-
nificantly predict users’ password strength performance. The author 
discusses the impact of government on password hygiene of users 
hoping to influence the development of policies around cyber secu-
rity configurations and investment set by nations and institutions.

Keywords

password, macrosocial influence, authentication, users’ behaviour, 
users protection

mailto:andreanne.bergeron.5%40umontreal.ca?subject=
mailto:andreanne.bergeron.5%40umontreal.ca?subject=


www.acigjournal.com    ACIG, VOL. 2, NO. 1, 2023    DOI: 10.60097/ACIG/162863

1.	 Introduction

P asswords are words, strings of characters, or some 
form of interactive message used to prove identity 

and gain access to a resource or a place. They constitute the first 
line of defence for computer-based technologies and were used for 
millennia as the Roman military were reportedly using passwords 
to distinguish allies from enemies [1]. Today, even if attack-resistant 
validation schemes exist, passwords constitute the most popular 
strategy of authentication.

People usually have a multitude of different passwords and when 
they create them, they often use a strategy to make it easy to remem-
ber [2, 3]. Past studies have shown that users intend to choose weak 
passwords, which are usually easy to be remembered but vulnerable 
to be guessed [4, 5]. Also, study reveals that textual passwords are 
often reused, which have been shown to be an important security 
threat of passwords [6].

Researchers demonstrated the influence of a person’s environment 
and exposure to the Internet on their online security behaviour [7, 8]. 
Password creation strategy, defined as the active approaches that 
can be used by a password creator to create memorable passwords 
[9, 3], also seems to be influenced by a person’s environment. For 
example, it was identified that students from the United States have 
a higher risk perception toward surveillance than students from the 
United Kingdom [8]. Also, Yang et al. [10] discuss the cultural influence 
in password choice. They explain the weak passwords strength level 
of Chinese by the rapid growth of Internet users and e-commerce 
markets in China. They hypothesize that providers may not have paid 
enough attention to security issues because of the focus on market ex-
pansion. The results of the aforementioned studies suggest that there 
is a structural difference in cybersecurity habits between countries [11].

The present study aims to explore the various macrosocial elements 
contributing to the structural difference between countries in users’ 
choice of password. The contribution of governments to the prob-
lem or to the solutions can be evaluated through this assessment. 
In order to observe countries’ differences, the password strength 
performance of users will be compared to macrosocial variables that 
could influence password creation strategy.

1.1.	 Macrosocial Variables Influencings Users

Few studies show evidence that there is a structural 
difference between countries in password habits (e.g., [11]) but 
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the macrosocial variables influencing it have rarely been directly 
tested. To explore the different variables that could play a role in 
password habits, the literature on macrosocial variables influencing 
the different aspect of technology, like the use of Internet in general, 
is considered. Several macrosocial elements might be taken into 
consideration when evaluating the reasons why users have differ-
ent levels of performance according to their environment. First, if 
there is a difference in cybersecurity habits between countries, the 
characteristics of the government might be an element influencing 
users. Second, the characteristics of the population, which is directly 
related to users, would also be an element explaining the impact of 
the environment. Finally, external variables like cyber-attacks and 
the level of cyberattack victimization of a country might also be 
a part of the explanation.

Characteristics of the government. The economic aspect of 
a government might influence Internet habits. Prior studies have 
found that a country’s economic development level helps predict 
the use of internet in a society [12]. Gross domestic product (GDP) 
is the most closely watched and important economic indicator and 
considers different variables about a country’s economy, including its 
consumption and investment [13, 14]. It could be hypothesized that 
economic indicator would influence not only the use of internet, but 
other habits related to them.

Along with the economy, the investment and the commitment of 
countries to cybersecurity is an important variable to consider as the 
relation is more direct. Researchers have found that when a country 
invests and commit into the cybersecurity sector, the annual losses 
due to cybercrime over the country’s Gross National Income decreas-
es [15]. The investments in cybersecurity can include education and 
tools to help users to more efficiently manage their Internet use.

Characteristics of the population. Digital skills and the overall ability 
to use the internet are two elements that are directly linked to liter-
acy. Internet users are reading expository text in a hypertext format 
where ideas are connected by links, headings, icons, and graphics; 
those elements necessitate similar reading strategies as those used 
with print text reading [16]. In other words, to seek, evaluate, and use 
information found on the Internet, readers must navigate through 
Internet text and apply their knowledge of the reading process. To 
understand correctly what a password is and to write one, people 
need to read. Research has shown that password security practices 
typically conflict with general usability principles [17]. The challenges 
faced by low-literacy users when creating and managing passwords 
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are likely to extend beyond those experienced by the public. Literacy 
level affects password habits [18].

External events: Data breaches. According to the Identity Theft 
Resource Centre’s Annual Data, there were 1862 data breaches in 
2021. Researchers have shown that the United States was highly rep-
resented in data breaches, and they explain this by their high level of 
economic activity as well as by their relatively high notification rates 
they have compared to other countries [19]. Luxemburg, Canada and 
Great Britain follow the United States in the list of countries most 
affected by data breaches [19]. When calculating the country-based 
probability variable, another study shown that France and Brazil have 
relatively higher probability of data breaches than the other coun-
tries [20]. Researchers state that the probability of a data breach is 
influenced by the country in which it happens [20].

There seems to be a relationship between the influence that data 
breaches might have on users and their habits. Campbell et.al. 
[21], examined the stock market reaction to newspaper reports of 
information security breaches at 38 publicly traded U.S. corporations 
during the period January 1, 1995 to December 31, 2000. Among the 
43 different events, the authors found a highly significant negative 
market reaction to information security breaches involving unau-
thorized access to confidential data. Moreover, in their study on 
6,000 users from the United States, after a data breach notification, 
victims changed their password or PIN (51%) or switched to a new 
account (24%) [22]. The literature suggests that users actively assess 
the consequences of breaches and react accordingly.

1.2.	 Aim of the study

Users’ habits in relation to cybersecurity is frequently 
examined from the micro perspective, using survey results to ob-
tain impactful variable from individuals, focusing on usability and 
security factors of passwords [23, 24]. In this paper, the influence of 
macrosocial elements on password strength1 is studied in order to 
offer a global comprehension of the influence of the environment 
on users. Exploring the different concept of technology and their 
flaws at the country level encourages future development of new 
technologies and improve related capital investments (e.g., [28, 29]).

A descriptive analysis of leaked lists of passwords in 2021 is conduct-
ed to determine which macrosocial variables would be included in 
the model and therefore play a formative role in how users formulate 
their passwords across countries. Then, a prediction model help 

1 	   Strong 
passwords are usually 
characterized by larger 
number of characters, 
containing upper and 
lowercase letters, 
numbers and special 
characters [25]. Also, 
a strong password should 
avoid using dictionary 
words [26, 27].

163

Tell Me Where You Live and I Will Tell Your P@Ssw0rd: Understanding the Macrosocial…



www.acigjournal.com    ACIG, VOL. 2, NO. 1, 2023    DOI: 10.60097/ACIG/162863 

identify the extent to which variables influence password strength. 
This study is innovative as it allows to investigate trends in password 
formulation with regard to social context. The impact of our study 
is a move toward a better understanding of human behaviour in the 
context of password formulation specifically, to enable the future 
crafting of more targeted cybersecurity interventions that would 
lead to positive online behavioural change.

2.	 Method
2.1	 Sample

Each year, the company NordPass release a list of the 
200 most common passwords by country. The list of passwords is 
compiled using the many cybersecurity incidents (data breaches con-
taining users’ password) that occur in 2021. In total, the list rose from 
4 terabytes of information and contain 49 countries. The complete 
list of countries can be found in Appendix A.

The list comprises between 169,656 and 146,837,497 users’ account 
per country. The average time to crack passwords is 2082684.368 
seconds (range from 0 to 3,214,080,000 seconds). The majority of 
passwords included in the list can be cracked in less than a minute 
(61%). The fact that the mean time to crack a password is high in 
a country means that high quality passwords were included in the 
200 most commonly used: the password can be common, but the 
overall strength is high.

2.2.	 Measures

In order to account for the strength of passwords, the 
mean time to crack the password, which was already included in 
NordPass passwords list, was observed. Then, several macrosocial 
variables have been considered to create a model explaining the 
level of password strength. A total of 29 different measures have 
been scrutinized in the exploration of possible model explaining 
performance of countries in password strength. In order to maintain 
a low risk of overfitting in the model, a limited number of variables 
can be inserted in relation to the number of cases (49 countries). 
The literature reports that one predictive variable can be studied for 
every ten events (i.e., number of countries) [30, 31]. The complete list 
of measures that have been considered can be found in Appendix B. 
In order to determine the five variables to be entered in the model, 
the first step was to do a correlation matrix. This allowed to avoid 
highly correlated variables to be entered the model together. Then, 
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different models were tested using an amalgam of variables from the 
list with a special attention to the important aspect identified in the 
literature review. The contribution of the variable to the model were 
very stable and most of them have been chosen because they were 
predicting password strength. The five variables chosen to enter the 
final model are named and defined below.

Voice & Accountability (2020)

It is one of six components of governance indicator as 
stipulated by the World Bank. It reflects perceptions of the extent 
to which a country’s citizens are able to participate in selecting their 
government, as well as freedom of expression, freedom of associa-
tion, and a free media.

Global Cybersecurity Index (2020)

The Global Cybersecurity Index (GCI) is a trusted reference 
that measures the commitment of countries to cybersecurity at 
a global level and is composed of 25 indicators that monitor and 
compare the level of the cybersecurity commitment of countries 
with regard to the five pillars – (i) Legal Measures, (ii) Technical 
Measures, (iii) Organizational Measures, (iv) Capacity Development, 
and (v) Cooperation – and then aggregated into an overall score. It 
represents the most comprehensive measures of cybersecurity 
commitment of countries compared to many other measures that 
are published by corporations [15].

Cybersecurity Exposure Index (2020)

The Cyber Exposure Index is based on data collected 
from publicly available sources in the dark web and deep web and 
from data breaches. From this data, signs of sensitive disclosures, 
exposed credentials and hacker-group activity against companies 
are identified.

Literacy (2022)

This measures the percentage of adults in a country who 
are able to read and write their common language. A higher literacy 
rate is an indication of higher standards of education and the good 
ability of the population to find formal employment.

GDP per Capita (2020)

Gross domestic product (GDP) is the standard measure of 
the value added created through the production of goods and ser-
vices in a country during a certain period. As such, it also measures 
the income earned from that production, or the total amount spent 
on final goods and services (fewer imports).
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2.3.	 Analysis

Multiple linear regression (MLR), also known simply as 
multiple regression, is a statistical technique that uses several ex-
planatory variables to predict the outcome of a response variable. 
Multiple regression is an extension of linear regression that uses 
just one explanatory variable. MLR assumes that there is a linear 
relationship between the dependent variable and the independent 
variables. It also assumes that the data should not show multicollin-
earity, which occurs when the independent variables (explanatory 
variables) are highly correlated. The amount of error in the residuals 
is similar at each point of the linear model, the observations should 
be independent of one another and occurs when residuals are 
normally distributed [32]. All those assumptions have been tested 
through data observation. The software IBM SPSS 28 was used to do 
the analysis.

3.	 Results
Multiple linear regression was used to test if the five 

macrosocial variables under study significantly predicted pass-
word strength. The overall regression was statistically significant 
(R² = 0.36, F = 23.46, p = < 0.004). The model is presented in Table 1.

Table 1. Multiple Linear Regression Results (standard deviation from the mean).

(Constant) -84076485.358*** (23719091.430)

Voice and accountability 141343.544** (50531.714)

Global Cybersecurity Index 384493.225** (114063.016)

Cybersecurity Exposure Index 49756239.387*** (12339781.870)

Literacy 288067.744* (156148.862)

GDP per Capita 27.981 (71.114)

R-squared 0.36

Number of observations 49

***p<0.001; **p<0.05; *p<0.1

It was found that Voice and accountability (β=141343.544, 
p=0.008), Global Cybersecurity Index (β=384493.225, p=0.002), 
Cybersecurity Exposure Index (β=49756239.387, p=0.000), and level 
of literacy (β=288067.744, p=0.072) significantly predicted password 
strength. It was also found that the GDP per capita (β=27.981, 
p=0.696) did not significantly predict password strength.
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4.	 Discussion
The analysis of the present study help identifies a variety 

of different macrosocial measures significantly predicting password 
strength of users: literacy, voice and accountability, level of global 
cybersecurity, and the level of cybersecurity exposure. Considering 
past literature on the subject, one variable was surprisingly not 
associated with an increase password strength, that is, the GDP per 
capita. Each of those measures are presented in this section in the 
light of previous work through broader categories: Characteristics 
of the government, characteristics of users and external variables.

4.1.	 Characteristics of the Government

Freedom in a country has shown to have an impact on 
Internet use. Voice and accountability indicator reflects perceptions 
of the extent to which a country’s citizens are able to participate 
in selecting their government, as well as freedom of expression, 
freedom of association, and a free media. Researchers suggest 
that greater levels of Internet diffusion are associated with greater 
levels of voice and accountability [33, 34]. Musa et al. [35] argue that 
developing countries are more resistant than developed countries to 
the introduction of technologies that can be used to fight corruption, 
such as Internet-based technologies. Beyond the use of internet, 
the impact of freedom is seen on cybersecurity. A strong positive 
association has been shown between Cybersecurity Capacity Scale 
and cross-national indicators of citizen perceptions of having voice 
and accountability [36]. The result of the present study confirms the 
impact of voice and accountability on password performance as this 
variable is a good predictor of password strength.

The adoption of technology in a country has been proven to be 
impacted by many factors including its economic development and 
growth [37]. Compared to more developed countries, countries that 
are less developed possess inferior infrastructure, less effective 
manpower (partly because of low education levels), and business 
models that have not shifted from the industrial age to the infor-
mation age [38]. The wealth disparity has also been noted to impact 
technology adoption, although previous studies have examined the 
wealth disparity from a micro level [39 – 42]. The result of the present 
study indicates that wealth disparity does not influence the strong 
password hygiene as GDP was not significantly predicting password 
strength. This result might be explained by the sector in which 
developed countries invest but also other influencing variable like 
experience in the IT sector. Past studies have shown that countries 
need to acquire experience with IT before investments begin to 
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reward the country economically [43]. Benefiting from resources is 
not enough to explain effective use of technology.

Even if the GDP is not a significant element in citizen password 
strength, the level of investment of a government in cybersecurity 
has an impact on security of users. The Global Cybersecurity Index 
(GCI) is a trusted reference that measures the commitment of 
countries to cybersecurity at a global level. Researchers have found 
that as the score for the Global cybersecurity increases, the annual 
losses due to cybercrime for each country over their Gross National 
Income decreases [15]. The literature shows that commitment of 
countries to fight against cybersecurity is profitable economically. 
The present study goes further by showing the impact on users by 
demonstrating that this type of investment predicts better password 
strength performance.

4.2.	 Characteristics of Users at a Macro-Level

Literacy is an important aspect to consider in this study as 
it is directly connected to the use of technologies. To seek, evaluate, 
and use information found on the Internet, readers must navigate 
through Internet text and apply their knowledge of the reading pro-
cess [16]. Today’s definition of literacy is being broadened to include 
“literacy skills necessary for individuals, groups, and societies to 
access the best information in the shortest time to identify and solve 
the most important problems and then communicate this informa-
tion” [44]. Most knowledge of late trends on technology is acquired 
by information found on the Internet. Because bei;00ng knowl-
edgeable is closely related to the capacity to acquire this knowledge 
(e.g., being able to read), people with low level of literacy can hardly 
adapt. The challenges faced by low-literacy users when creating and 
managing passwords are documented and research indicates that 
they are higher than the general population [18]. Research shows 
that when users’ level of cyber security knowledge increases, so 
does their cybersecurity behaviour contributing to good hygiene 
[45]. However, if users are not able to get this information about 
cybersecurity because of their inability to read, their security will be 
impacted. The results of the present study are therefore not surpris-
ing: when the level of literacy of a population increases, the strength 
of passwords also increases.

4.3.	 External Variables Influencing Countries

The results show that the number of cybersecurity inci-
dents exposure of a country is positively associated with password 
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change. The more a country is under attack, the more people use 
strong passwords. This suggests that people might be sensible to 
the importance of protecting data with strong passwords when they 
are exposed to more cybersecurity incidents. Users are well aware of 
the meaning of a data breach [46], and it influences their behaviour. 
For example, there is a highly significant negative market reaction 
to information security breaches involving unauthorized access to 
confidential data [21]. In their study on 6,000 users from the United 
States, after a data breach notification, victims changed their pass-
word or PIN (51%) or switched to a new account (24%) [22]. Users are 
also recognized to be comfortable with proactive password resetting 
in the event of reuse and sharing information with other identity 
providers [46]. Therefore, users are aware of what will protect them 
and are more likely to do it when they are increasingly exposed 
to incidents. This demonstrates the resilience of users when they 
live in hostile environment but also the importance of making this 
information public as this knowledge is a protective factor for users. 
Mandatory reporting of data breaches introduced in Canada in 2018 
[47] might be contributing solution to protect users.

4.4.	 Limitations

The set of data taken from Nordpass present important 
limitations as the method used to estimate the time to crack is un-
specified. The list was investigated because the mean time to crack 
appears to be high. Some passwords from the list were weak (e.g., 
kallynlavallee) but were associated with a cracking time of more than 
100 years. This is considered an important limitation of the dataset. 
However, the unspecified method is used consistently across the 
countries. Therefore, the metric could be used for the comparative 
analysis as it is consistent and can be relied upon.

Also, this study takes into consideration a macro perspective of the 
password strength, but a myriad of element can influence users’ 
choices. The objective of the present study was to explore the 
influence of different large-scale policies and not individuals’ deci-
sional process.

5.	 Conclusion
The present study helps understand the importance of 

macrosocial variables on predicting password strength of users. It 
points toward the fact that some characteristics of the government 
influences password strength performance of users. For example, 
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democratic countries and countries in which the government invests 
in cybersecurity increase the password performance of users. The 
economic commitment of countries to fight against cybersecurity 
has been proven to be profitable economically and this study show 
that it is also associated with password strength of their citizens. 
Government has an important role to play on the cyber-protection 
of users whether it is direct (by investing in cyber security) or indirect 
(by prioritizing democracy and education).

Another important element raised by the present study is that ex-
posure to data breaches increases the strength of user’s password. 
This can be explained by the fact that the population adapt to the 
threat and this behaviour point toward the importance of mandatory 
reporting of data breaches by organizations. If they are confronted 
to mandatory reporting, users are more likely to know about the 
breaches and continue to adapt their behaviour and it becomes 
a protection factor.

Through a better understanding of human behaviour in the 
context of password formulation, our research focuses on identifying 
common denominators in behaviour that can lead to increased user 
vulnerabilities in online password formulation. The novelty of our 
exploratory research lies in our attempt to understand macrosocial 
variable associated with cybersecurity. The implication of this study 
concerns the development of policies around cyber security config-
urations and investment set by nations and institutions.
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Appendix A

Description of password performance by country (N=200).

Country

Mean time 
to crack in 

seconds Minimum Maximum
Number of 

users in the list

% of passwords 
cracked in less 
than a minute

Australia 59767.98 0 10713600 3083341 79

Austria 1026148.21 0 96422400 695307 68.5

Belgium 22398.15 0 1036800 729661 59.5

Brazil 16137346.42 0 3214080000 4943358 55.5

Canada 4998296.04 0 996364800 5277926 81

Chile 7088718.69 0 1221350400 846354 49.5

China 105039.75 0 2332800 14739683 62.5

Colombia 571740.54 0 96422400 1379631 68.5

Czech R. 81197.92 0 10713600 2288530 65.5

Denmark 489720.11 0 96422400 862571 63.5

Estonia 72966.45 0 10713600 169656 40.5

Finland 24447.04 0 1036800 268236 44

France 67423.91 0 10713600 16160255 54.5

Germany 542675.26 0 96422400 28364318 75.5

Greece 811402.15 0 160704000 861187 80

Hungary 3819.54 0 259200 1159682 48.5

India 1105793.28 0 96422400 8186249 41

Indonesia 43517736.92 0 3214080000 3223828 49

Ireland 2662.44 0 86400 590381 69.5

Israel 10124.02 0 1036800 793908 92

Italy 94203.67 0 10713600 14030845 46.5

Japan 8406.08 0 1036800 1906700 67.5

Korea 949.88 0 86400 910432 84.5

Latvia 23643.52 0 1036800 181072 55
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Country

Mean time 
to crack in 

seconds Minimum Maximum
Number of 

users in the list

% of passwords 
cracked in less 
than a minute

Lithuania 125648.91 0 10713600 406310 40.5

Malaysia 8881.79 0 1036800 1359725 69

Mexico 497790.64 0 96422400 2162221 65.5

Netherlands 767603.60 0 128563200 1636625 56

New Zealand 191147.84 0 32140800 1367054 64

Nigeria 52514.64 0 5356800 757126 40.5

Norway 7633.67 0 1036800 528173 64.5

Philippines 27538.36 0 1036800 2750631 62.5

Poland 10237.31 0 1036800 4412538 46

Portugal 6186350.94 0 996364800 2282038 41.5

Romania 34072.51 0 1036800 1509270 46

Russia 140715.11 0 26784000 146837497 84.5

Saudi Arabia 561965.62 0 96422400 547759 58.5

Slovak Republic 7275.04 0 1036800 702289 51

South Africa 2749.12 0 86400 609061 61.5

Spain 5676283.41 0 996364800 5493452 58.5

Sweden 5091.35 0 172800 1194218 62

Switzerland 82651.48 0 10713600 657863 77

Thailand 560172.86 0 96422400 2055344 65

Total 2082684.37 0 3214080000 3944162 40.5

Turkey 3809402.54 0 514252800 1829898 77

Ukraine 75958.79 0 10713600 529433 78

United Arab Emirates 1515.82 0 86400 7440559 80.5

United Kingdom 6120.43 0 1036800 31229262 84.5

United States 759.68 0 86400 6026634 12

Vietnam 6344824.74 0 996364800 3083341 79
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Appendix B

List of the variables that have been tested before determining the 
final model.

Female participation in workforce (2019)

Freedom of press (2019)

Legal framework’s adaptability to digital business models (2019)

Digital skills (2019)

Digital Adoption Index (2016)

DAI Business Sub-index (2016)

DAI People Sub-index (2016)

DAI Government Sub-index (2016)

Number of secured servers (2020)

Mobile cellular subscription (2019)

Voice and accountability (2020)

Political stability (2020)

Government effectiveness (2020)

Regulatory quality (2020)

Rule of law (2020)

Control of corruption (2020)

National Cybersecurity Index (2020)

Global Cybersecurity Index (2020)

Basel AML Index (2020)

Cybersecurity Exposure Index (2020)

Cyber Legislation Rating (2020)

Cyber-Safety Score (2020)

GDP per Capita (2020)

Data breaches (2021)

Internet Users (2020)

IQ (2022)

Literacy (2022)

Education (2022)
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Abstract
T he significance of cybersecurity is increasing in our daily 

digital lives. The reason for this rise is that human interactions take 
place in computer-mediated environments, or cyberspace, where 
physical cues from face-to-face interactions are either absent or very 
minimal. Computer users are becoming increasingly susceptible 
to cyberattacks as a result of human interactions in cyberspace. 
Understanding how cybercriminals exploit the human trust, the weak-
est link in cybersecurity is relevant because cybercriminals focus on 
attacking the human psychology of trust rather than technical-based 
controls. To this end, the present paper develops a trust framework 
on exploitation of humans as the weakest link in cybersecurity. The 
framework is established by linking the human psychology of trust and 
techniques used by cybercriminals in deceiving and manipulating us-
ers of computer systems. The framework is validated by demonstrating 
its application using a case study employing real data. Findings show 
that cybercriminals exploit human trust based on trust development 
processes and bases of trust, either creating (falsified) expectations or 
a relationship history to lure the victim in. Furthermore, it is revealed 
that technical-based controls cannot provide effective safeguards to 
prevent manipulation of the human psychology of trust.

Keywords

cybersecurity, human layer, weakest link, trust, trust framework, human 
trust exploitation
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1.	 Introduction

C  yberattacks have evolved in many forms and stages. 
From attacking computers and computer networks, 

today’s cyberattacks also target human beings. This progression, 
which Schneier [1] refers to as waves of attacks, consists of physical 
attacks, attacks that target vulnerabilities, and semantic attacks. 
According to the author, the first wave comprises attacks against 
computers, wires, and electronics, the second targets vulnerabilities 
in software products, cryptographic algorithms, protocols, and de-
nial-of-service, and the third targets how humans assign meaning 
to content. State officials in charge of upholding the law, such as 
the police, have documented numerous incidences, particularly 
for the third wave. For example, between 2017 and 2020, 19,530 
cybercrime incidents were reported to police in Tanzanian [2–5]. 
Many of these incidents were committed through social engineer-
ing techniques relating to how humans assign meaning to content. 
Such ever-increasing cybercrimes are emphasized by Schneier [1], 
who posits that semantic attacks will become more serious than 
physical or even syntactic attacks in future and that dismissing them 
using cryptographic measures will be difficult. Given that humans 
are the weakest link in computer information system components, 
semantic attacks target people more than other components. That 
shift in target is partly attributed to the relative strength of tech-
nical-based controls in cybersecurity. Technical-based controls are 
difficult to crack compared to human being psychology, which is 
easy to manipulate.

Technical controls are built on the triad of Confidentiality, Integrity, 
and Availability (CIA). These principles are widely used to ensure 
the security of computer resources. Despite their advantages, CIA 
concepts have several drawbacks. First, the CIA framework focuses 
on isolating legitimate from illegitimate users, granting legitimate 
users full access to computer resources, which that user is privileged 
to access. Once users are considered fair and granted access, CIA 
primitives provide the least control over actions users can perform. 
Second, CIA principles rely on algorithms developed based on 
historically conceptualised cybersecurity incidents. That history 
dependence implies that new incidents that have not been con-
ceived are difficult to control and manage. Given these restrictions 
and a rise in attacks on humans compared to cryptograph-based 
methods, there is a need for human-centric complementary defence. 
That need is imperative because technology is not the only way to 
address information security risks [6]. Furthermore, customers and 
organisational insiders make information security challenging [7], as 
their misbehaviour can directly or indirectly lead to cybercrime. Since 

180

Daudi Morice



www.acigjournal.com    ACIG, VOL. 2, NO. 1, 2023    DOI: 10.60097/ACIG/162867

most amateurs attack machines while professionals target people, 
cybersecurity solutions must now target humans more [1] than ever 
before. Creating human-centric cybersecurity solutions necessitates 
collaboration between industry and academia to brainstorm from an 
alternative perspective. One of those perspectives is trust, a human 
component many cybercriminals exploit. The critical question may 
be, “How do humans come to trust cybercriminals?”

Humans play trusting roles in cybersecurity at a moment when 
technical-based controls fail to detect and prevent cyberattacks. 
One area contributing to cybercrime attacks involves trust between 
computer users and cybercriminals. Cybercriminals prefer to exploit 
people’s trust rather than technology since it is easier to exploit 
their natural inclination to trust [8]. It is also simple to deceive 
people if you can gain their trust. For this reason, cybersecurity 
requires managerial efforts on top of technical-based controls to 
combat cybercrime.

Cybercrime occurs at many layers, much like those of Open Systems 
Interconnection (OSI) and TCP/IP models. These cybersecurity layers 
include mission critical assets, data security, application security, 
endpoint security, network security, perimeter security, and the 
human layer [9, 10]. Among them, human is the weakest and most 
vulnerable layer. The co-existence of these layers implies that tech-
nological and management or policy-based control must be imple-
mented nearly concurrently. Though they coexist, the human layer 
depends more on policy-based controls than technical-based solu-
tions. This is due to the fact that human trust behaviours manifest in 
reasoned decisions and actions that are not part of coded algorithms. 
Rather, trust behaviour results from an individual’s mental ability 
to either accept or reject cooperation with a counterpart based on 
the degree of trust the user builds. Trust in humans is attributed to 
inherent characteristics, which are part of the individual or “given” 
by the trust-giver, and situational characteristics external to the 
individual [11].

Many technical solutions have been developed to counteract cyber-
attacks. However, the number of cyberattacks continues to increase 
due to inherent constraints in CIA doctrines and a shift in emphasis 
on exploiting humans as the weakest link. In [12] the authors de-
scribe technical and non-technical state-of-the-art protection tools 
related to everyday online activities. In [13], the authors analyse 
models of human behaviour that impact data system protection 
and how systems can be improved and highly secured against any 
vulnerabilities. These options, which are typical of numerous existing 
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alternatives, are insufficient on their own. Human beings continue 
to be the weakest link in cybersecurity, a fact that cybercriminals 
know and take advantage of by exploiting the human psychology of 
trust. Meanwhile, algorithms for detecting and preventing human 
trust exploitation are scarce in the literature. This is confirmed by 
Shabut et al., who contend that an intelligent tool capable of com-
prehending cyberattack mechanisms and user behaviours involving 
assumptions, decision-making, and responses to cyber threats/risks 
is currently lacking [12]. Alternatively, users must be aware of how 
cybercriminals exploit human trust instead of depending only on 
coded algorithms. To this end, the overall objective of the present 
paper is to examine in detail how cybercriminals exploit human 
trust. The paper contributes by formulating a trust framework on 
the exploitation of humans as the weakest link in cybersecurity. It 
answers the two following research questions:

•	 How do cybercriminals exploit human trust, the most vulnerable 
link in cybersecurity?

•	 How can the development of a trust framework on the exploita-
tion of humans as the weakest link in cybersecurity be beneficial?

The paper contributes to helping individuals and organisations know 
and gain awareness of trust development processes and bases of 
trust that cybercriminals employ to manipulate and deceive users 
of digital systems and gadgets. That awareness enables individuals 
and organisations to detect, react and prevent attacks on human 
trust, leaving them better equipped to recognise, respond to, and 
stop such attacks.

2.	 Trust and Cybersecurity in the Human Layer
The present section covers discussions on trust and cy-

bersecurity in the human layer. The human layer of cybersecurity is 
covered in subsection 2.1. Common cyberattacks affecting individ-
uals and organisations are covered in more detail in subsection 2.2. 
Subsection 2.3 concludes the discussion by presenting a thorough 
analysis of trust in computer-mediated environments.

2.1.	 Cybersecurity in the Human Layer

The human layer of cybersecurity is part of cyberspace, 
a time-dependent set of interconnected information systems and 
human users that interact with these systems [14]. It is in this space, 
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cyberspace, where cybercrime occurs. Cybercrime can essentially be 
regarded as any crime (traditional or new) that can be conducted 
or enabled through digital technologies [15]. Such crimes must 
be controlled and prevented to safeguard data, information sys-
tems, and users. Consequently, the act of detecting, reacting and 
preventing cybercrime is referred to as cybersecurity. The authors 
in [16] define cybersecurity as the organisation and collection of 
resources, processes, and structures used to protect cyberspace 
and cyberspace-enabled systems from occurrences that misalign de 
jure from de facto property rights. With that brief overview, the next 
paragraph contextualises cybersecurity in the human layer.

Today’s cryptographic magic wands of “digital signatures”, “authenti-
cation”, or “integrity” [1] are not the ultimate protective mechanism 
to rely on. These cryptographic techniques can barely identify most 
lies that manipulate the human psychology of trust. Cybercriminals 
have a long history of taking advantage of the psychological needs 
and vulnerabilities of people in a variety of ways, including the 
human need for love and affection, our fundamental desire to be 
trustworthy and helpful, and the many biases that influence security 
decision-making [17]. Another form relates to perfect knowledge 
of what people consider most important [15]. These outlined tech-
niques are sources of human weaknesses that cybercriminals employ 
as weapons to exploit individuals and organisations.

2.2.	 Cyberattacks in Cyberspace

Cybersecurity incidents impact individuals and organisa-
tions worldwide, causing harm to social and economic values. They 
involve malware, password theft, traffic interception, phishing, de-
nial-of-service, cross-site (XSS), zero-day exploits, social engineering, 
and crypto-jacking. However, other types of cybercrime, such as ter-
rorism, cyber warfare, cyber espionage, and cyberbullying, are also 
emerging. All of these threats originate in the digital environment in 
networked and non-networked computer systems.

Cybercrime threats affect our everyday life, from financial transac-
tions to social interactions. For example, reports from the Inspector 
General of Police show that over four years, 19,550 incidents of 
cybercrime were reported in Tanzania [2–5] (Table 1).
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Table 1. Selected cybersecurity incidents in four years in Tanzania [2–5].

Type of Cyber 
Incident

Year Cumulative 
Sum

2017 2018 2019 2020

Theft 2,568 4,310 2,408 2,963 12,249

Death Threats 447 851 409 490 2,197

Insults 489 757 287 385 1,918

Threats 51 61 43 254 409

Misuse of the Internet 11 374 19 0 404

Trusted Theft 81 203 31 65 380

Fraud 48 282 1 21 352

ATM Theft 171 20 97 53 341

Financial Fraud 52 40 83 89 264

Forgery 78 112 21 32 243

Attempted Financial 
Fraud 17 2 10 111 140

Network and System 
Intrusion 26 15 0 54 95

According to that report, theft, death threats, and insults are the ma-
jor cybercrime incidents being reported to the police. Such statistics 
correspond to a remark emphasised in The Citizen that theft via mo-
bile money transactions, abusive language, and theft of information 
shared on various cyber platforms are frequently committed crimes 
[18]. It is estimated that 91% of cybercrime cases go unreported to 
the police [19], suggesting that 19,530 cybercrime recorded incidents 
may reflect underreporting of cases by organisations and individuals.

Some national and international organisations are already imple-
menting strategies to fight cybercrime. For instance, AFRIPOL [20]has 
been fighting cybercrime by raising awareness, reinforcing policy and 
legislation to fight cyber criminals, and implementing technologies 
to support cyber-defence. Similar measures to combat cybercrime 
are also recommended in other literature sources. The Tanzania 
Cybersecurity Report of 2016 recommends improving internet user ed-
ucation [19] in fighting cybercrime. Educating users also means raising 
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their cybersecurity awareness, which is critical, especially for organ-
isations that have many employees. Since research shows that over 
80% cases of system-related fraud and theft in 2016 were perpetrated 
by employees and other insiders [19], training employees on proper 
internet use and how to fight cyberattacks is essential. Moreover, it 
is indispensable to extend training on cybersecurity awareness to 
individuals in the local community.

Conversely, cybercriminals play on human psychology to manipulate 
users, and gain or guess their access credentials. Evidence of this 
claim is featured in weekly reports1 released by [21] TZ-CERT in Tanzania. 
TZ-CERT studies cyberattack patterns by setting up a honeypot. The 
honeypot is a network-attached system set up as a decoy to lure 
cyber attackers and detect, deflect or study hacking attempts meant 
to gain unauthorised access to information systems. The resulting 
information helps to guide users of computer systems in many ways, 
including how to prevent cyberattacks. According to TZ-CERT reports, 
which are analysed in Figure 1, cybercriminals use human psychologi-
cal heuristics – based on the human inclination to use default, simple, 
or common access credentials – to guess usernames and passwords.
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Figure 1. Common usernames and passwords used by cybercriminals.

Usernames such as “root”, “admin”, “user”, “guest”, “supervisor”, and 
“postgres”, and passwords such as “123456”, “win1doW$”, “admin”, 
“(empty)” and “password” were common. These usernames and pass-
words are easy to remember, hence their prevalence. The access 
credentials in Figure 1 presents the psychological behaviour of many 
computer system users when choosing usernames and passwords.

1 	    Seven reports 
released from 5 to 17 
July 2023.
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2.3.	 Trust in Computer-Mediated Environment

The current section discusses trust in a computer-mediated 
setting, investigating the risk viewpoint of trust (subsection 2.3.1), as 
well as behavioural control in interactive systems (subsection 2.3.2). 
It concludes with a discussion of bases of trust (subsection 2.3.3).

2.3.1.	Risk Perspective on Trust in Relationships

For an exchange to be completed, two parties, a trustor 
and a trustee, must be engaged. A trustor is an entity that develops 
a degree of reliance on another object and accepts being vulnerable 
to the possible actions of that other object [22]. Similarly, the trustee 
is the party in whom the trust resides, who can exploit the trustor’s 
vulnerabilities [23]. The trustor is the party that puts its expectations 
in the other party, while the trustee is the party in which that ex-
pectation resides. While many definitions of trust exist, the present 
paper adopts the following definition: Trust is a level of confidence 
a trustor develops in a trustee based on the expectation that the 
trustee will perform a particular action necessary to the trustor [22].

Trustors (humans and other objects) live in a partially unpredictable 
world because of their limited ability to know trustees (surround-
ings). A trustor is neither in total ignorance nor fully informed 
concerning a trustee. Under complete ignorance of information, 
decisions to trust are risky; thus, a transaction of trust should be 
avoided. Trust becomes meaningless if the trustor has complete 
information (full rationality) because one can rationally predict 
before acting. However, in practice, total ignorance and rationality 
are unrealistic. Humans interact and collaborate in a bounded world 
where risks are neither fully predictable nor ignored. This situation 
of partial predictability exposes human beings to a risky world, thus 
creating a need for trust.

2.3.2.	 Behavioural Control in Interactive Systems

In recent years, humans, physical robots, bots, and organ-
isations have started to coevolve and interact. These convergent 
interactions are managed under the security, institutional, and social 
control approaches. In subsequent paragraphs, attention is drawn to 
the fact that the term “agent” refers to people, physical robots, bots, 
and organisations.

a.	 Security Control. Security is a binary control mechanism that 
attempts to distinguish between agents’ contextual behaviour. 
The security principles offer a sphere of compliant agents while 
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creating a wall that prevents non-compliant ones. Norms restrict-
ing interactions under security control are pre-defined as rules 
and regulations before being reinforced. Once defined, those 
rules and regulations are reinforced by scrutinising each agent 
to verify if it complies. Therefore, security control deals with 
a binary choice between yes and no, legitimate or illegitimate, 
acceptance or sanctions [24], authentic or unauthentic, and 
approval or disapproval. One disadvantage of security controls, 
particularly in computer systems, is that once an attacker is 
accepted as genuine and authorised, there is no cap on the 
privileges it can exercise, rendering it free to carry out (malicious) 
actions without any extra constraints.

b.	 Institutional Control. Institutional control entails a central 
authority to monitor, regulate, or enforce the acts taken by 
agents, and punish those agents who engage in undesired be-
haviours [25]. For example, police, judicial systems, regulatory 
bodies, and companies use institutional control to influence 
the behaviour of individuals and organisations [26] designing 
for trust in mediated interactions has become a key concern 
for researchers in human computer interaction (HCI). This form 
of formal control goes through articulated procedures speci-
fying rewards and punishment. For instance, communication 
regulatory bodies in various nations and areas monitor online 
transactions and can testify in court and to the police about 
cybercrime charges reported.

c.	 Social Control. By enforcing social norms, social control 
regulates agent interaction in systems. A social norm sanction 
refers to societal approval or disapproval, which is difficult to 
determine in advance [27]. Social norms are enforced through 
social sanctions, which create a range of unpleasant emotional 
states in those who have violated them [28]. Social control 
mechanisms don’t deny the existence of malicious entities but 
attempt to avoid interaction with them [29]. In this approach, 
agents can punish non-desirable behaviours, for instance, by 
not selecting certain partners [25].

2.3.3.	 Bases of Trust in Inter-Personal 

and Business Relationships

Trust is derived from various sources or bases in both 
personal and business relationships. According to [30], trust can 
be based on mechanisms of deterrence, cognition, affection, and 
calculus, as well as formal and informal institutions. Subsequent 
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paragraphs discuss such bases of trust and how they can apply 
specifically in cybersecurity incidents (Tab. 2). These bases are 
adapted from [31].

a.	 Calculus-based trust. Calculus-based trust plays a major 
role, especially at the beginning of a relationship. As a form 
of trust-building process, calculus-based trust is founded on: 
calculating the rewards and costs of committing a transaction, 
thereby developing confidence that the trustee’s behaviour 
can be predicted, and assessing the trustee’s ability to fulfil its 
promises [32]. Calculus-based trust may be assessed rationally 
based on credible information sources (reputation, certification) 
about the trustee. It depends on a rational choice that involves 
characteristics of interactions founded on economic exchange 
[33], and deals with factors such as relationship economics and 
the dynamic capabilities of partners [34]. As the weakest link, 
humans have to calculate the cost and reward of cooperating 
based on the level of trust they place in the cybercriminal. Under 
calculus-based trust, some cybercriminals opt to offer falsified 
economic benefits, which later turn out to be deception of 
a victim (computer user).

b.	 Deterrence-based trust. Deterrence occurs when the potential 
costs of breaking up a relationship outweigh the immediate 
advantage of acting distrustfully [35]. Deterrence-based trust 
mechanisms consist of evaluating the advantages and costs of 
continuing in the relationship, the rewards and costs of cheating 
on the relationship, and the benefits and costs of quitting the 
relationship [36].

Table 2. Bases of trust in the human layer of cybersecurity (adapted from [31]).

Basis of trust Foundation Description

Process-based 
trust

Tied to past or expected 
exchange

Developed based on past or 
repeated exchanges between 
cybercriminals and target.

Institution-
based trust

Tied to formal social 
structure, broader 
societal institutions

Attributes of a person or firm, 
or an intermediary mechanism 
shape the possibility for trust 
to arise.

Deterrence-
based trust

Fear of consequences Behavioural consistency is 
constrained by the potential costs 
of discontinuing the relationship.
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Basis of trust Foundation Description

Competence 
trust

Based on the partner’s 
competency

An actor predicts others’ abilities 
and expectations of whether they 
will perform roles competently.

Calculus-based 
trust

Based on rational 
choice

Related to the perception of 
benefit from the relationship.

Relational trust Tied to repeated 
interaction

From repeated interaction, the 
parties obtain information and 
experience that engenders trust.

Knowledge- 
-based trust

Based on a sufficient 
understanding of 
the other party

Prediction of the other party’s 
behaviour based on the history 
of the relationship.

Identification- 
-based trust

One party has fully 
internalised the other’s 
preferences

Understanding others’ wants. 
This is the highest level of trust.

Cybercriminals sow fear by threatening users of computer systems 
to meet falsified demands, which appear to be genuine.

c.	 Institutional-based trust. Institutional trust is tied to formal 
social structure and broader social institutions. According to 
[31], the conditions for institutional-based trust are shaped by 
personal or firm-specific attributes or intermediary mechanisms. 
Taking advantage of institutional-based trust, cybercriminals 
impersonate the employees of a particular company, earning 
the trust of a computer user, who can then be exploited.

d.	 Relational trust. Relational trust refers to the extent to which 
one feels a personal attachment to the other party and wants 
to do good for the other party, regardless of egocentric profit 
motives [37]. The key to relational trust is that one party empa-
thises with the other party and wants to help them for altruistic 
reasons [37]. Variations of relational trust include normative 
trust, good will trust, affect-based trust, companion trust, fair-
ness trust, and identification trust [37]. The human psychology 
of trust is exploited by cyber attackers who understand human 
perceptions of kindness and unselfishness well, which exposes 
cybercrime victims to subsequent consequences.

e.	 Identification-based trust. Identification-based trust involves 
identification with the other’s desires and intentions, i.e. trust 
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exists because one party effectively understands and appre-
ciates the other’s wants [38]. This mutual understanding is 
developed so that each party can effectively act for the other. 
Identification-based trust is grounded in deep knowledge of the 
partner’s desires and intentions [39]. Identification-based trust 
can be used to exploit human trust when the trustor and trustee 
understand each other, as well as when the trustor and trustee 
have common intentions and desires, e.g. trusting someone to 
use your electronic gadget. It can also include allowing someone 
to use your account to access electronic systems, as well as 
intentionally sharing your credentials with a third party.

f.	 Knowledge-based trust. Knowledge-based trust is grounded in 
the other’s predictability, or sufficient knowledge that allows the 
other’s behaviour to be anticipated, and relies on information 
rather than deterrence [38]. Knowledge-based trust develops 
over time through a track record of interactions that enable 
both parties to build generalised expectations about each 
other’s behaviour [39]. By being predictable, cybercrime victims 
are exposed to the actions of the cyber attacker because the 
cyber attacker knows all the possible means to deceive and ma-
nipulate the target, as well as how the target usually responds. 
Generally, if a person is rationally predictable, that person can 
be taken advantage of.

2.4.	 Trust Development Processes

Trust develops from relationship history and subsequent 
expectations processes. Trust developed from relationship history 
usually results from the past or previous relationships with people, 
or other entities or objects [31]. Through relationship history, trust 
develops based on how parties have previously interacted and the 
experiences they have gained from one another. When parties have 
had no previous direct interactions, reference from a third party is 
usually used to infer the development of trust. Inference is used 
because, under relationship history, trust develops through inter-
actions with partners that we meet directly or indirectly. Examples 
of bases of trust that develop from relationship history include 
knowledge-based, relational, and process-based. Process-based 
trust production emphasises that past exchanges, whether through 
reputation or direct experience, lead to a perception of trust in the 
counterpart [40].

The second process of trust development involves future expec-
tations. Humans may trust the other party by relying on what 
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they expect to gain after a trust transaction has been performed. 
Thus, trust formed in this way is usually based on a consideration 
of the benefits and costs related to a particular relationship [31]. 
Deterrence-based and calculus-based trust, for example, both rely 
on future expectations. One party may choose to trust another par-
ty after calculating the cost and benefits of an existing relationship. 
It may also opt to trust because of fear generated by another party.

3.	 Methodology
The present paper adopts the methodology in [41], devel-

oping a theoretical framework that predicts correlations between 
trust and human behaviours in the cybersecurity layer. In accord-
ance with this methodology, the scope of this paper comprises an 
analysis of common cyberattacks encountered by users of computer 
systems, as well as theoretical foundations in trust and cybersecu-
rity. In the former, cybercrime cases reported to police in Tanzania 
are analysed to indicate how widespread the problem is. Next, 
a discussion on systems used to control behaviours in interactive 
systems that fall under face-to-face and computer-mediated envi-
ronments is presented. Bases of trust that can be used to manipu-
late human trust are also analysed in detail, and the ways in which 
trust is employed by cybercriminals to exploit computer users are 
presented. Generally, most of the discussion is centred on humans 
as the weakest link in the cybersecurity layer, where human trust is 
primarily exploited.

Subsequently, the study develops a trust framework to describe how 
easily human trust can be exploited compared to technical-based 
controls. This development reveals how deceptive and manipulative 
attacks on the human psychology of trust go undetected by con-
sidering technical and non-technical controls. The study uses data 
from Tanzania to validate and show the practicality of the framework, 
which comprise real cases of cybersecurity incidents that were 
directly observed by the researcher. Secondary data, or cybersecu-
rity incidents reported in the literature originating in Tanzania, are 
also used.

Additionally, the following are considered during validation and de-
monstrative application of the trust framework. First, each reported 
cybercrime incident is explicitly linked to a specific trust formation 
process. Second, such cybercrime incidents are further linked to 
bases of trust. This linkage serves to demonstrate how human trust 
is exploited differently in various circumstances.
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Moreover, two issues are taken into consideration throughout the 
validation and demonstration of application of the trust framework. 
First, a specific trust formation process is explicitly linked to every 
cybercrime incident that has been reported. Second, a specific basis 
of trust is further connected to each cybercrime incident. This con-
nection helps to show how different circumstances lead to different 
forms of exploitation of human trust.

4.	 Cybersecurity Trust Framework 
in the Human Layer
This section details the fundamental structure of trust in 

the human layer of cybersecurity, which comprises a trustee (cyber 
attacker) who is regarded as a cybercriminal, and a trustor, usually 
the end user who is commonly referred to as a cybercrime victim. 
The cybercriminal and cybercrime victim are the main actors who 
usually engage in communication.

For a cybercrime incident to occur there must be virtual and occa-
sionally physical interactions between the cybercriminal and victim. 
Presumably, the victim is protected by technical-based controls, but 
also policy-based controls, which the victim has to exercise. With 
those two defences in place, cybercriminals may choose to attack 
technical protective mechanisms or the human psychology of trust. 
The latter is the weakest link in the cybersecurity layer. Attacking 
human psychology of trust is easy to achieve and requires less effort. 
Most cyberattacks on technological controls can be mitigated by 
technical countermeasures such as solutions based on encryption, 
firewall, antivirus, and access control techniques. Insofar as the 
human layer is excessively exploited, the current framework focuses 
on exploitation of human trust.

The exchange of exploitative cues between trustor and trustee are 
hard to detect and prevent by using algorithms inherent in techni-
cal-based control systems that protect computer resources (Fig. 2). 
This is because a criminal communicates as if s(he) is a legitimate 
user. This may involve forged identities (such as gadgets, or author-
ised or unauthorised communication channels) so effectively that 
computer equipment scrutinising the signals travelling through it 
uncovers no evidence of susceptibility. These devices are rendered 
incapable of detecting vulnerability even though they typically per-
form their protective tasks well based on the functions for which 
they were built and developed. For example, if a cybercriminal com-
municates lies via voice or text, the algorithms in those computer 
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devices are unlikely to detect it. Computers rarely detect malevolent 
intent when a user obtains authorisation and is provided access 
to systems.

Assume that the cybercriminal wishes to exploit the victim’s human 
psychology of trust (Fig. 2). The cybercriminal must choose the basis 
of trust to use, depending on whether the cybercriminal and victim 
have previously interacted. If there has been prior interaction, the 
cybercriminal will employ bases of trust whose development relies 
on a relationship history. Otherwise, they will resort to bases of trust 
that can be developed in anticipation of future expectations.

Cyberattacks targeting 
technical controls 

Cyberattacks targeting 
human psychology of trust

Cyberattacks founded on 
bases of trust

Built on forthcoming 
expectations

Built on 
relationship history

Technical-based controls
• Cryptography
• Firewall & antivirus
• Access control
• Managerial efforts (policies)

Exploiting future 
expectations

Exploiting 
relationship history

Cyberattacks disguised on 
bases of trust

Propensity to trust

Action to trusting

Committing transaction

Trustee (Cybercriminal) Trustor (User/Victim)

No technical-based
controls

Falsified legitimate cues 

Blocks most illegitimate signals 

Figure 2. Cybersecurity trust framework in the context of the human layer.

Depending on prevailing circumstances and choice of method or 
technique, the cybercriminal can use one or multiple bases of trust 
to deceive and manipulate the victim. Those bases of trust are de-
scribed fully in subsection 2.3.3. For example, the cyber attacker may 
use deterrence-based trust to threaten the victim, offering a reward 
if its demands are met, and punishment if they are not (Table 3). The 
choice of basis of trust is associated with the trust development 
process with some using both trust development processes, such 
as characteristic-based trust and competence-based trust. Other 
bases of trust employ one trust development process, for example, 
calculus-based trust or knowledge-based trust.
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Table 3. Bases of trust and their development processes.

Bases of Trust Trust Development 
Process

Brief Descriptions

Characteristic-
based trust

•	 Relationship 
history

•	 Future 
expectations

Provides background to develop 
a mutual understanding [31]

Institution-
based trust

Relationship history Attributes of a person or firm, or an 
intermediary mechanism shape the 
possibility for trust to arise [31].

Deterrence-
based trust

Future expectations Out of fear, the cybercrime victim 
meets the cyber attacker’s demands, 
creating future expectations of 
avoiding harm

Competence 
trust

•	 Relationship 
history

•	 Future 
expectations

A cybercrime victim develops ex-
pectations based on the capability 
(competence) of the cyber attacker

Calculus-based 
trust

Future expectations Weighing the benefit and losses of 
a relationship

Knowledge-
based trust

Relationship history Behavioural predictability based on 
available information

Identification-
based trust/
Relational trust

Relationship history A mutual understanding of desires 
and intentions, as well as the need 
to feel unselfish and desire to help

The signal/cues communicated by the cybercriminal pass via techni-
cal-based solutions undetected. They remain undiscovered because 
they are (falsified) valid cues in disguise. As a result, the cybercrime 
victim responds to the cybercriminal, assuming that the signals sent 
are legitimate.

After the cybercrime attacker gains the victim’s trust, it engages 
the victim in acts that appear innocuous at first. At that stage, the 
trustor (victim) develops expectations in the fictitious transaction 
in the hope of obtaining prospects of the assumed agreement. 
That stage is known as action to trusting. With that expectation in 
mind, the victim enters into a transaction after trusting the cyber-
criminal, performing action(s) that fulfil a promise made between 
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the cybercriminal and victim. Following that transaction, the victim, 
in accordance with trust standards, compares expectations to the 
resulting outcome, which may become apparent immediately or later. 
Furthermore, victims may not realise they have been attacked, de-
pending on the severity of the cyberattack. Some examples include 
the theft of email passwords where the attacker has no intention of 
blocking the user’s account. In general, the outcome will differ from 
what the user expected.

5.	 Case Illustration
The present section provides an illustrative application of 

the trust framework in the context of the weakest link in cyberse-
curity. Cybersecurity incidents extracted from real scenarios are 
presented in Table 4. Some were collected from literature, while 
others were encountered by the author on various occasions.

In case 1, the cybercriminal uses a mobile phone to deceive users 
by pretending to be a landlord. The cybercriminal broadcasts infor-
mation via a Short-Message-Service (SMS) to multiple mobile phone 
users simultaneously. In that attempt, at least one user may have 
rented a house from another real landlord, and receives a message 
concerning rent to be paid. When the SMS is received, the tenant 
may get confused about whether the sender is the actual landlord 
or not. The tenant is manipulated further by being directed to pay 
the rent to a mobile number provided in the SMS.2 In this situation, 
the requested amount is expected to be transferred using a mobile 
money service.

Essentially, the cybercriminal acts as if there is an existing relation-
ship with a victim (landlord-tenant relationship), thereby building 
trust through a falsified relationship history as a trust development 
process. The cybercriminal exploits the tenant’s trust by employing 
identification-based trust, the highest psychological tool, to ma-
nipulate the tenant into understanding the other side’s desire. The 
cybercriminal has also weaponised relational trust, in which kindness 
and unselfishness are core components. Overall, the cybercriminal 
operates on the assumption that there is an agreement on rent 
payment, taking advantage of the landlord’s desire to obtain and 
the tenant’s intention to pay rent.

2 	    It should be 
noted that in some 
African countries, 
including Tanzania, 
mobile phones are used 
to send and receive 
money in addition to 
paying various bills 
via a service known as 
mobile money. Mobile 
phones are used to carry 
out financial transactions 
at a country and even 
regional level.
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Table 4. Cybersecurity incidents committed through the exploitation of human trust.

Case 
No

Incident Trust 
Development 
Process

Bases of Trust 
Used

1 I’m your landlord. My current 
number is unreachable. Send 
the rent through this number 
+255 (number withheld).

(Falsified) 
relationship 
history

•	 Identification-
based trust

•	 Relational trust

2 Please get in touch with us as 
soon as you can; your child is 
extremely ill. Teacher.

•	 Future 
expectations

•	 (Falsified) 
Relationship 
history

Deterrence-
based trust

3 After unexpectedly collapsing 
at school, your son was brought 
to the hospital. Send money 
right away for medical care.

•	 Future 
expectation

•	 (Falsified) 
Relationship 
history

Deterrence-
based trust

4 Don’t call; the phone’s speaker 
is broken; instead, send the 
money to this number +255 
(number withheld).

(Falsified) 
Relationship 
history

•	 Identification-
based trust

•	 Relational trust

5 This is the Revenue Authority 
office. Why don’t you use an 
electronic fiscal device (EFD) 
when conducting business? 
A Tsh 3 million fine is being sent 
to you immediately.

Future 
expectations

•	 Deterrence-
based trust

•	 Calculus-based 
trust

6 You are speaking with someone 
from the telecom company 
(name withheld); your monthly 
bonus is TSh 400,000 now. Use 
a different mobile phone so 
that we can help you obtain 
the money.

•	 Future 
expectations

•	 Relationship 
history

•	 Calculus-based 
trust

•	 Institutional-
based trust

7 This is agent (name withheld) 
from telecom company (name 
withheld). Your mobile money 
account has insufficient funds. 
Deposit TSh 500,000 today, 
then call us back. Otherwise, 
we are going to close 
your account.

•	 Future 
expectations

•	 (Falsified) 
Relationship 
history

•	 Deterrence-
based trust

•	 Calculus-based 
trust

•	 Institutional-
based trust
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Case 
No

Incident Trust 
Development 
Process

Bases of Trust 
Used

8 I received notification that I had 
won a customer drawing and 
was asked to contact a number 
to learn how to collect my prize. 
When I called the number, the 
man instructed me to use 46 
as the identification number 
for prize collection. Then he 
wanted me to send TSh 60,000 
to activate the prize. I sent the 
money, but when I called the 
number another time, it was 
out of service [42].

•	 Forthcoming 
expectation

•	 (Falsified) 
Relationship 
history

•	 Institutional-
based trust

•	 Calculus-based 
trust

•	 Characteristics-
based trust

9 I received an SMS that appeared 
to be from M-PESA. The SMS said 
that I had received TSh 40,000 
from a number registered to 
(name withheld). A few minutes 
after reading the message, 
someone called and told me he 
was from Vodacom customer 
care service. He asked if I had 
received an SMS that increased 
my account balance by TSh 
40,000. I said I had. Then he 
asked me to resend the money 
because it was sent to the 
wrong account. He told me 
to send TSh 39,000 to avoid 
a service charge. When M-PESA 
replied that the transaction had 
been successfully completed, 
I realised my balance had 
decreased. At that point, 
I discovered that I had been 
deceived [42].

Relationship 
history

•	 Institutional-
based trust

•	 Relational trust

Cybercriminals exploited the tenant’s trust psychology because they 
understand the human perception of kindness and unselfishness. 
If the tenant cannot sense the deception and use other means to 
validate whether the received SMS is legitimate, that tenant may 
end up sending money to a person who is not a real landlord. Such 
communications pass through digital channels as legitimate cues 
and are mostly impossible to recognise and filter. Similarly, in case 
4, the cybercriminal employs a similar technique to exploit mobile 
money users.
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Cybercriminals also use deterrence-based trust to exploit mobile 
phone users. In cases 2 and 3, the cybercriminal sends an SMS to 
targeted parents, informing them that their children are sick. To un-
derstand these cases, it should be assumed that some parents send 
their children to boarding schools. Furthermore, parents are known 
for their affection and concern for their children; learning that their 
children are ill can be upsetting and confusing. The cybercriminal 
(a falsified school teacher or medical doctor) uses deterrence-based 
trust to introduce a fear that if money is not sent, a child may die 
from lack of health care. Using deterrence-based trust, the cyber-
criminal exploits human trust developed through the parent’s future 
expectations of the child’s recovery. In addition, the cybercriminal 
uses institutional-based trust by pretending to be a school teacher, 
exploiting the parent further to gain trust. This kind of cybercrime 
employs a common situation in which legitimate teachers and some 
medical doctors may call parents to obtain additional funds to save 
a dangerously ill child.

Cases 5, 6, and 7 involve trust building mainly through future ex-
pectations and partly through relationship history. In case 5, the 
cybercriminal communicates via SMS, impersonating an officer of 
a revenue authority. The falsified officer chooses to create trust with 
the business owner by setting clear expectations, allowing the owner 
to believe it is the sole alternative to avoid closure of the business. 
The business owner is manipulated into believing that if a certain 
amount is not paid, the revenue authority will close the business. The 
cybercriminal builds trust through fear (deterrence-based trust) and 
comparison of the cost and benefit of paying or not paying the falsi-
fied fine (calculus-based trust). For cases 6 and 7, the cybercriminal 
uses mostly future expectations and a (falsified) relationship history 
to build trust in a mobile money user, relying on calculus-based and 
institutional-based trust. Through calculus-based trust, a mobile 
money user compares receiving or losing a bonus (case 6), and 
making or refusing to make a deposit, and account closure (case 7). 
Through institutional-based trust, the cybercriminal impersonates 
an employee of a particular telecom company, gaining more trust 
from a mobile money user. In case 7, the cybercriminal uses deter-
rence-based trust to create fear in the mobile money account owner, 
an agent whose role involves receiving and sending money to mobile 
money users. The fear is based on the fabricated fact that the ac-
count will be cancelled if the owner does not deposit the money. Both 
cases use relationship history as an additional trust development 
process. To take advantage of relationship history, cybercriminals 
impersonate employees of legitimate entities, assuming a legitimate 
long-term relationship between a mobile money user and a telecom 
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company. Leveraging that relationship, the mobile money user is 
further deceived into trusting the cybercriminal.

The last illustration concerns cases 8 and 9, in which both trust 
development processes are involved. In scenario 8, by setting up 
future expectations, the cybercriminal communicates that a mobile 
money user has won a drawing in an attempt to win trust. Falsified 
winning of the drawing exploits the user’s trust as follows: the user 
compares the benefit and cost (calculus-based trust) of engaging 
with cybercrime and finally opts to trust because of expectation 
of winning. The act of trust and committing to sending money is 
founded on institutional-based trust because the cybercriminal is 
impersonating an employee of a gambling company. To incorporate 
relationship history into the trust-building process, the cybercriminal 
assumes a legitimate long-term relationship that exists between 
gambling companies and winners. In case 9, the cybercriminal uses 
relationship history to build trust with a mobile money user. That 
relationship history is grounded in institutional-based trust because 
the cybercriminal is impersonating a telecom company employee, 
exploiting the trust of mobile money users in the company and its 
employees. To further deepen the trust, the cybercriminal employs 
relational trust through altruism by asking a mobile money user to 
return money that was supposedly transferred in error. The mobile 
money user is exploited by following the cybercriminal’s instructions 
only to find out that their account balance has decreased.

In summary, technical-based controls employed by individuals and 
organisations rarely detect the above-mentioned techniques of de-
ception and manipulation of human trust since the cues sent to users 
pass unfiltered via computer-network infrastructure because they 
are deemed legitimate. Given these limitations, the developed trust 
framework plays a role in safeguarding users of computer systems.

With respect to the first research question, the present paper argues 
that cybercriminals exploit human trust based on trust development 
processes and bases of trust, either creating (falsified) expectations 
or a relationship history to lure the victim in. Moreover, cybercriminals 
take advantage of user ignorance of the limitations of technical-based 
controls. In line with the second research question, the trust frame-
work on exploitation of humans as the weakest link in the cybersecu-
rity layer has many potential benefits and applications. First, the trust 
framework informs users of computer systems that lies, deception, 
and manipulation built on human trust can rarely be detected and 
prevented using technical-based controls. Second, computer system 
users can identify and stop cybercrime assaults directed at them 
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by using the trust framework as a guide. Third, people will be less 
susceptible to cyberattacks if they are aware of the bases of trust that 
cybercriminals frequently exploit. Finally, computer users will learn 
and become aware of the way cybercriminals utilise past relationships 
and future expectations to deceive and carry out cyberattacks.

6.	 Conclusion
Cybersecurity has become a crucial challenge in this world 

of digital connectivity because information processing and transfer 
occurs in cyberspace, which is vulnerable to attacks by many in-
truders. Recent evidence shows that cyberattacks are increasingly 
shifting away from technical-based controls to target the human 
psychology of trust, the weakest link in the cybersecurity layer. Such 
attacks are linked to how human beings, particularly end users, 
come to trust cybercriminals. From that viewpoint, the present paper 
has explored how cybercriminals exploit human trust. In addressing 
this problem, the paper has established a trust framework to ensure 
better understanding of how security-based interactions between 
cybercriminals and victims occur. The framework reveals that trust 
is a core ingredient in the human – or most vulnerable – layer of 
cybersecurity. Furthermore, the trust framework indicates that 
technical-based controls cannot provide effective safeguards to 
prevent manipulation of the human psychology of trust. Instead, 
people must protect themselves through greater awareness of 
cybercrime incidents that are linked to trust. The paper uses real 
cases to demonstrate the applicability of the trust framework. These 
scenarios were thoroughly examined, linking them to trust bases and 
trust development processes. Generally, the sample cases discussed 
reveal inherent flaws in human trust, which hackers weaponise to 
deceive computer users.

Despite the extensive discussions presented, this paper has cer-
tain limitations and further research may be required to address 
them. First, this study recognised relationship history and future 
expectations as trust development processes. In terms of cyberse-
curity, it is currently unknown which trust development process is 
more commonly utilised by cybercriminals to exploit human trust. 
Therefore, future research could investigate common trust develop-
ment methods employed by cybercriminals. Second, cybercriminals 
can utilise various bases of trust to deceive and influence computer 
users. Similarly, greater awareness of which bases of trust cybercrim-
inals employ more often may help organisations and individuals to 
protect themselves.
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Abstract
There is currently a gap in our academic and practical un-

derstanding of the concept of resilience in cyber space at the level of 
the state, hampering research and policy-making due to the lack of 
a rigorously constructed, shared terminology. This article contributes 
to this area by providing a comprehensive capacities-based concep-
tualisation of state-level cyber resilience. After establishing that 
cyber resilience is necessary and that it should be developed at the 
state level, we perform a rigorous exploration of the concept of resil-
ience as it pertains to the different areas involved in state-level cyber 
resilience. Seeking the most salient characteristics of each one, we 
identify from the general concept of resilience that it is a non-static 
process requiring an availability of assets; from state resilience, we 
identify that resilience capacities are harboured at multiple levels 
and across actors within the polity; and from cyber resilience, we 
identify that there is a plethora of different potential damages. 
Taking all this into consideration, our resulting concept of state-level 
cyber resilience is the following: the ability of a state, which (a) is 
made up of multiple layers, to (b) harness a set of key assets in order 
to (c) confront a particular type of damage to its cyber space, by (d) 
going through the stages of coping and eventually recovering to its 
normal state. Having constructed this conceptual framework, this 
work aids researchers and decision-makers by providing a common 
terminology and fostering a systematic, multidimensional approach 
to states’ capacity for resilience in cyber-space.

Keywords

cybersecurity, cyberspace, national cyber resilience, critical infrastruc-
ture, national security, smart cities
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1.	 Introduction

W e are currently experiencing a paradox: cyber tech-
nologies, which were partly created with the goal of 

making societies more resilient, now harbour threats that jeopardise 
this objective. Some of the technology that sustains cyber-space 
emerged from research intended to design communications able to 
withstand a nuclear attack [1]. Despite this background, cyber-space 
has inherent characteristics that nevertheless make it vulnerable. 
Humanity is in the midst of a technological revolution that “chal-
lenges all historical experience” [2] and our interconnectedness, 
for all its benefits, is rendering us ever more vulnerable to “radical… 
systemic shocks” [3]. As cyber technologies increasingly underpin 
the functioning of modern societies, states (also known colloquially 
as ‘nations’) find themselves in a position of growing dependence. 
For as long as cyber-space is operating normally, a state can reap 
its benefits and function as usual. But digital systems are inherently 
vulnerable, and when compromised, have the potential to severely 
affect a society’s functioning. An example to illustrate the gravity of 
these vulnerabilities is the 2021 Colonial Pipeline ransomware attack, 
one of the largest cyber-attacks on American infrastructure and one 
of the most disruptive digital ransom operations on record.

The Colonial system, running 5,500 miles between Texas and New York, 
is the largest U.S. gasoline pipeline and transports 2.5 million barrels 
per day. It is the main source of fuel for the region, carrying nearly 
half of all fuel consumed on the East Coast [4]. The May 2021 attack 
compromised IT systems, locking down the victim’s computers and de-
manding payment. A day earlier, the hackers had already stolen con-
fidential industry data, which they threatened to leak if the payment 
was not made. To contain the attack, the company halted the pipeline’s 
operations along the entire network, and in response to the double 
extortion attempt, decided to pay the ransom, worth 75 bitcoins. After 
receiving payment, the hackers granted the company access to its 
systems, but the recovery process was slow. The shutdown lasted six 
days, during which uncertainty and panic over fuel supply took hold 
across the East Coast [5, 6]. Gasoline prices spiked to a six-year high 
and gas stations continued running out of fuel, even days after the 
shutdown [7]. In order to best deal with such incidents, a state must 
have measures in place to improve its resilience. Unfortunately, the 
main focus in policy so far has been on cyber security (i.e. ensuring 
systems are fail-safe), and not on cyber resilience (i.e. ensuring sys-
tems are safe-to-fail). Furthermore, there remains a paucity of work in 
the social sciences regarding the intersection of resilience and cyber 
technologies, with different scholars asserting five years apart that 
this research topic remains in its infancy [8, 9].
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A specific lacuna in our understanding hinders a shift in focus to 
improve resilience, namely, the fact that an integrated concept of 
state-level cyber resilience remains inchoate. Under these circum-
stances, policymakers are left struggling to implement strategies to 
improve this type of resilience. A consensus has emerged, particu-
larly in Europe and the USA, that cyber-resilience considerations at 
the level of the state should be included in policy and regulation 
[10]. To accomplish this objective, further research is needed to 
better understand the phenomenon. The question that drives this re-
search is therefore the following: how can we conceptualise the term 
state-level cyber resilience in a firmly grounded and comprehensive 
manner? This article addresses this gap in research by providing a ca-
pacities-based conceptual framework of state-level cyber resilience.

To fulfil its purpose, the article takes the following structure: after 
this introductory section and a brief note on terminology, we touch 
upon the theoretical background that supports the key assumptions 
in conducting this work. Next, we develop a conceptualisation of 
state-level cyber resilience. To this end, we conduct a conceptual ex-
amination of resilience from three points of view, namely the general, 
cyber, and state perspectives. With this knowledge we then proceed 
to positing a new concept of statelevel cyber resilience. In closing, 
we offer a final discussion of the advances made, reflect on future 
research paths, and share our concluding thoughts.

1.1.	 Terminology and theoretical assumptions

It is fundamental to have a good understanding of what cy-
ber-space is to be able to study it. Over time there have been various 
approaches to the concept. Kuehl, for instance, identified fourteen 
different definitions [11]. For this work, cyberspace is defined as 
the “fusion of all communication networks, databases, and sources 
of information into a vast… blanket of electronic interchange” [12]. 
Importantly, cyber-space is a hybrid construction of physical and 
virtual layers [13]. As such, the result is a virtual interaction space 
enabled by new information technologies with physical grounding [14].

We are particularly interested in understanding how this “global syn-
thetic substrate” relates to the functioning of societies [15]. A useful 
analogy to understand how societies interact with and in cyber-space 
is to view it as “a globally unfettered exchange space… like an enor-
mous, … moderately chaotic, annual medieval fair without adequate 
security from an overlord… and with all the human energy and 
pathologies possible in shared space” [15]. A plethora of risks fills this 
domain, varying by cause and including those arising from nefarious 
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intent, human error or due to environmental circumstances beyond 
human control. In this work, we collectively refer to the actualisation 
of these risks as adverse incidents in cyber-space.

This work has two main underlying assumptions, namely, (1) that 
developing resilience is desirable and necessary, and (2) that the 
state is an important unit of study related to resilience. Supporting 
the first assumption, we employ the theoretical background of a risk 
society. Developed most prominently by Ulrich Beck, he defined this 
idea as “a systematic way of dealing with hazards and insecurities 
induced and introduced by modernisation itself” [16]. He stated that 
dangerous threats to humanity have become an inherent part of 
industrial life, rather than a manageable by-product. These self-in-
flicted risks of modernisation are known as manufactured risks. In 
the same way that human actions are the key cause, humans can also 
(and must) do much to reduce the threat [17, 18]. Bearing this in mind 
helps us understand how modern developments that deeply disrupt 
human life become a double-edged sword. Our stance assumes that 
states have a resilience deficit regarding the manufactured risks of 
cyber-space, and that they need to act to improve their capacities for 
cyber resilience.

For our second assumption, we refer to the evolving role of the 
state and its ongoing primacy in organised human life. Over the last 
century, the reach of the state has grown with the development of 
welfare systems around the world. As such, states have generally 
taken on greater and more diverse responsibilities than they pre-
viously had. In the field of technology, it has been observed that 
states are highly reliant on the private sector for the development 
of cyber-capabilities, leading to the question of whether and to 
what extent the power of the state has been eroded in this area. 
Nevertheless, however much the power gap narrows between state 
and non-state actors, there are some key aspects where state power 
is nevertheless unrivalled – states still exercise the ultimate power of 
coercion and, unlike private actors, generally have social legitimacy, 
formal authority, and regulatory capability [14].

Returning to the analogy of cyber-space as a vast medieval fair, we see 
that despite all the dynamic power these fairs created for private citi-
zens, ultimate control remained in the hands of the state – these mar-
kets did not substitute the institutions of feudal authority. We follow 
Nye’s reasoning that cyber-space does not fundamentally challenge 
the governments of sovereign states, but like medieval markets, it will 

“coexist and greatly complicate what it means to be a sovereign state” 
[13]. By this reasoning we assume that states will remain the dominant 
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actors in cyber-space for the foreseeable future, and hold that state 
policy can have a substantial effect on cyber resilience capabilities.

2.	 Conceptual background
Resilience is a complex and multi-faceted phenomenon. As 

such it has been approached from different angles with variations in 
its manifestations. In this section we will explore the current under-
standing of the concept of resilience in different contexts, and devel-
op a comprehensive conceptualisation of state-level cyber resilience. 
To this end, we first examine the concept of resilience in general, 
followed by a review of the concepts of state resilience and cyber 
resilience. Finally, we probe existing contributions in the direction of 
the joint concept of state-level cyber resilience, integrate the insights 
from the individual terms, and provide a new conceptualisation.

To lay the foundations for developing a sound conceptualisation of 
statelevel cyber resilience, it is necessary to start by understanding 
the background and existing applications of resilience in its general 
form. Deriving from the Latin resiliere, meaning to bounce back, the 
word resilience refers to an object’s ability to return to its normal 
state following a disturbance. Over the decades, the concept of re-
silience has been used and developed to differing degrees in various 
fields, including materials science, engineering, psychology, ecology, 
and economics [19]. This co-development across disciplines means 
that the current understanding of resilience has diffuse roots. In 
the context of material sciences, resilience can be observed in its 
most tangible form, and its level is determined by how much stress 
or force a material can withstand before being permanently altered 
(e.g. breaking), and how quickly it can return to its previous state 
once the stress has been removed. The same fundamental logic is 
applied in the other disciplines, where the object of study is replaced 
by any other entity that can show a form of resilience construed 
in a broader sense, ranging from machines to humans and entire 
ecosystems [20]. As we would expect, the meaning of resilience 
becomes increasingly nuanced as we move beyond the study of 
materials into other domains. With its demonstrable permeability 
across disciplines, resilience is “a polysemous and malleable term” 
[19]. Despite variations, the fundamental concept outlined above 
remains the same across applications and there is an overlap of basic 
features across disciplines [21].

To determine whether an object is showing resilience it is necessary 
to understand what its normal state is. Therefore, having a clear 
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definition for the state of normalcy in question is a key consideration 
for the concept to be of any use. This normalcy can refer, e.g., to 
physical structure, in the case of materials, or to effective function-
ing – i.e., the delivery of expected results – in the case of a system. 
In this work we address resilience specifically as it is applied to 
human socio-technological systems, and this is the focus we shall 
take henceforth.

When observing a system, the layers at which resilience manifests 
itself are multiplied when compared to simpler objects. As a complex 
whole formed by an interconnected network of elements working 
together, a system is characterised by interdependence in order 
to achieve its function. As such, when looking at the resilience of 
a system, there are two simultaneous approaches [21]. First, it can 
be understood as the entire system’s ability to maintain or resume 
its functions in spite of a disruption, in other words, how easily the 
system can run as it should normally when it has been disturbed. 
Second, it can also be viewed as a sum of multiple instances of resil-
ience of the constituent elements and interconnections within the 
system. In this sense, one is looking at the maintenance of a sum of 
sub-functions, that keep the system running as a whole.

When dealing with human systems in particular, such as a company 
or a state, there is a further consideration, namely that the system 
and its components are not static at any point, including when dis-
turbed. Human organisations are an example of adaptive systems, 
where resilience levels and response types vary depending on the 
characteristics of the component and of the adverse incident [20].

Resilience becomes manifest when an adverse incident occurs and 
the object of study has to cope with it. Resilience cannot be reduced 
to a single moment or state of being; rather, it is displayed as a pro-
cess, involving preparation, detection and response, coping and/or 
adaptation, and recovery. As such, under normal conditions, resil-
ience cannot be directly observed. Instead, what can be observed 
is an object’s perceived capacity to perform at an acceptable level 
at each stage of the process of resilience in the event of an adverse 
incident. In other words, what can be observed in a state of normalcy 
is an object’s perceived potential for resilience.

An important point to bear in mind is that a system’s capacity for 
resilience will usually be influenced by the range of assets it has 
available. Possessing capacities solely sufficient for functioning in 
a state of normalcy may be detrimental during an adverse incident. 
Therefore, there must usually be latent resources that can be called 
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upon in case of emergency. Additionally, as mentioned above, resil-
ience involves preparation as one of its stages, and this equates to an 
investment of resources in anticipation of disruptions. Systems resil-
ience, therefore, entails clear costs. These, however, are significantly 
lower than the potential costs to an organisation that is not resilient. 
The higher an organisation’s capacity for resilience, the lower the un-
foreseen costs deriving from adverse events. It is for this reason that 
investing in resilience capacities is described as a form of ‘insurance’ 
[20]. Here, an important decision must be made: pay the guaranteed 
costs of improving resilience, or wait to see the costs of an adverse 
incident, if it happens at all. Especially when budgets are constrained, 
it can be tempting to gamble by choosing the unknown costs.

2.1.	 Cyber resilience

Unlike other areas where resilience has been studied for 
longer, resilience in relation to the functioning of cyber technolo-
gies and its wider implications is relatively recent. Cyber resilience 
started to gain wide attention from 2012, with a World Economic 
Forum meeting focusing on the topic [9]. Since then, interest in cyber 
resilience has grown continuously [22]. The goal of cyber resilience 
has been described in terms very similar to the general concept of 
resilience. This concept can have different interpretations, including 
that of: (a) a purely technical system (e.g. a network) being resilient, 
or (b) an actor that uses cyber-space being resilient, or (c) a technical 
system’s functions being resilient. Regarding the first approach, 
Linkov and Kott define it as “the ability of the system to prepare, 
absorb, recover, and adapt to adverse effects, especially those as-
sociated with cyber-attacks” [21]. As for the second approach, and 
serving as a bridge to the third, Hausken defines it as “the ability 
of an actor to resist, respond and recover from cyber incidents to 
ensure the actor’s operational continuity” [23]. Continuity is indeed 
key and, when addressing socio-technological systems, we hold that 
it is more important to focus on the functions of cyber-space than on 
the technologies themselves. For Björck et al., cyber resilience refers 
to the ability to continuously deliver the system’s intended outcomes, 
in spite of disturbances. The intended outcome refers to whatever it 
is that the technology is meant to deliver to the user. The starting 
point we take for cyber resilience is thus the use derived from the 
technology [9]. Bellini and Marrone share this thinking, asserting 
that cyber resilience seeks to guarantee acceptable levels of service 
by reducing variability and propagation of disruptions throughout 
the system [8]. Linkov and Kott also recognise the importance of this 
when they describe cyber resilience as “a bridge between sustaining 
operations of the system while ensuring mission execution” [21].
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As with general resilience, cyber resilience is usually approached 
as a subset of (cyber) security [21]. The differences mentioned 
above are nevertheless evident, in particular when looking at their 
objectives. As Björck et al. succinctly put it, security seeks to protect 
IT systems with the intention of making them fail-safe. Resilience, 
in contrast, seeks to ensure “business delivery”, regardless of any 
adverse events, ensuring the systems are safe-to-fail [9] within 
a specific time horizon. As Bellini and Marrone assert, developing 
resilience helps address the “remaining known, but unmitigated, risk 
as well as enhance the overall ability of the system to respond to 
unknown or emerging threats” [8].

As mentioned in the Introduction, there has been a multiplication of 
threats in cyber-space. An interview conducted by Radar Services of 
105 security experts concluded that between 2018 and 2025, a 300% 
increase in cyber-attacks per year is expected [23]. Besides the 
increase in incidents, though, we must be aware of the enormous 
variety in the types of disruption they involve, and the real-world 
damage they can cause. This is important because the resilience 
response required in each case will be different. To exemplify this 
diversity, there are three incidents that stand out for their distinct 
kinds of impact: (1) the 2021 Colonial Pipeline ransomware attack, 
for instance, led to a six-day shutdown of one of the USA’s most 
important energy infrastructure systems, affecting energy supply 
and markets; (2) the Stuxnet virus (uncovered in 2010) deployed in 
Iran altered the functioning of the centrifuges in the Natanz nuclear 
power plant, delaying the state’s nuclear programme with diplomatic 
and geopolitical implications; and (3) the 2020 United States federal 
government data breach, sometimes known as the Solar Winds hack, 
was a major infringement on sensitive information as the result of 
cyber espionage exploiting software vulnerabilities. By virtue of such 
examples, it is evident that disruptions in cyber-space have numer-
ous forms with multifarious impacts.

Indeed, instead of only being viewed as a technical affair, cyber resil-
ience is increasingly also approached in a broader sense. In addition 
to the conventionally considered physical and information elements 
of cyber systems, Linkov and Kott also assert that human cognitive 
and social domains are equally interdependent in cyber systems. 
As such, cyber systems are increasingly viewed as “multi-genre” 
networks [21]. Further in this regard, Hausken describes cyber re-
silience as involving “most societal actors” including governments, 
organisations, individuals, and others, “at most levels of organiza-
tion” [23]. In this respect, we see a recognition of cyber resilience as 
a phenomenon requiring multidisciplinary consideration.

212

Geoffrey A. Hubbard



www.acigjournal.com    ACIG, VOL. 2, NO. 1, 2023    DOI: 10.60097/ACIG/162859

2.2.	 State resilience

Returning to our theoretical background, we have observed 
states taking on an expanding goal of ensuring citizens’ well-being. 
Whereas historically states prioritised conventional security, now many 
states seek to ensure broader well-being, including for instance health 
and economic growth. In its most basic form, the resilience of a state is 
manifested in the continued preservation of its functioning in spite of 
adverse incidents that affect its constituent parts (government, popu-
lation, territory). In the context of governance, one of the predominant 
definitions of resilience is that of the National Academies of Science 
(NAS), which matches directly the general definition mentioned above 
[21]. In this case also, resilience is generally considered as a subset of 
the broader state security agenda [24]. Current conceptions of state 
or ‘national’ resilience are connected with the development of a risk 
society that serves as our theoretical background. Indeed, over recent 
years there has been a “resilience creep” into public discourse [25] due 
to widening security concerns. Certain key events have strengthened 
this trend, notably the September 11, 2001 attacks in the United States 
[19], as well as natural disasters and, most recently, the Covid-19 pan-
demic. In state resilience there are three aspects which are important 
to highlight: (1) the incorporation of new threats, (2) the multiple 
layers of the state involved in resilience, and (3) the importance of 
critical infrastructures. The rationale for selecting these three aspects 
is as follows: these three aspects constitute a three-part cycle which 
has to work properly for a modern state to have a robust capacity 
for resilience. Regarding the first aspect, with the aforementioned 
expanding role of the state in ensuring citizens’ well-being, there are 
more ways in which the state can fail to deliver. This is exacerbated 
by the multiplication of manufactured risks as states become more 
technologically advanced (see theoretical background). This leads us 
to the second aspect – as was mentioned, states are highly reliant on 
private actors for their technological prowess. When analysing the 
complex functioning of a state, it would be unwise to approach it as 
a monolithic entity. Instead, it is important to view a state as a system 
with clearly defined parts working together. Finally, this connects with 
the third element, regarding critical infrastructures. Responsibility for 
these tends to be shared between private and public actors, and it 
is through this cooperation that a state can effectively continue to 
pursue its goals and face a diversity of threats (aspect 1), thus closing 
the cycle for understanding modern state resilience. In the following 
paragraphs we will go into more depth regarding each aspect.

With regards to the first aspect covering the multiplication of recog-
nised threats, a researcher we take as our reference point is Fjäder, 
who emphasises the evolving role of the state as fundamental for 
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our current understanding of state-level resilience. He observes 
that states are faced with a broadening variety of threats linked 
to global interdependence and the rapid pace of change, and the 
fact that governments have decided to address a growing number 
of these threats. Indeed, security strategies around the world have 
increasingly opted for a new paradigm in which they attempt to cover 
‘all hazards’ for ‘all of society’. Given that security cannot fully cover 
such ambitions, developing resilience in tandem becomes key [20].

The expansion of the threats acknowledged by governments and 
included in security strategies entails a noteworthy shift in thinking. 
Given that these new risks are often considered unavoidable, in 
addition to prevention and conventional security efforts, there is an 
acceptance of managing the threat impact. This entails, in a sense, 
a change in the social contract between governments and citizens 
with regards to security, based on the common understanding 
that there is a partial shift from preventing to coping with adverse 
incidents [20].

Despite the increasing importance given to it, the concept of state 
resilience remains ambiguous, given that it must address multiple 
elements, including appropriate responses to security failures and 
emergencies, as well as critical infrastructure management. Because 
of this breadth, implementing resilience at a state level is not en-
tirely straightforward [20]. Resilience is a necessary strategy with 
the potential of being highly effective, albeit whose implementation 
requires planning involving allocating responsibilities and defining 
their scope, designing methods for cooperation and coordination, as 
well as setting concrete goals.

Concerning the second aspect, the hurdles of implementing resil-
ience at the state level are hardly surprising given the complexity of 
the state itself. A state can be understood as a system comprising 
multiple elements working together for a common goal, namely its 
preservation, and, in modern states, the well-being of its citizens. 
When viewing the state, we can employ a systems approach in which 
overall resilience is made up of multiple instances of resilience in 
its constituent parts. Several researchers have posited approaches 
along these lines. Darnell, for instance, holds that for a state to have 
resilience capacities, it must be resilient at multiple levels: individ-
ual, [federal] state, local, and federal [25]. Similarly, Walklate et al. 
propose a typology consisting of the individual, familial, communal, 
institutional, ‘national’, regional, and global levels. As such, a state’s 
overall capacity for resilience is multilayered, and is the product of 
many interconnected “resiliences” [25].
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Finally, regarding the third aspect, when we think of the functioning 
of a contemporary state (and its conditions of normalcy) it is clear that 
much of it depends on the running of critical infrastructures. These 
provide services essential to the social and economic well-being of 
citizens, to government functions and to public security. Among the 
sectors typically considered as critical infrastructure are: water ser-
vices, food, energy, communications, transport, health, banking and 
finance, policing and defence-related assets. In addition, intangible 
assets such as supply chains are sometimes included [20, 25]. Finally, 
there is of course the growing importance of cyber-space as a special 
type of critical infrastructure often supporting the others (see the 
next section). Across all these different critical infrastructures, their 
importance lies in the services they deliver. Whereas before there 
was a greater focus on the protection of physical infrastructure, now 
there has been a shift to prioritising the infrastructure’s function, i.e., 
the delivery of critical services. This recognition is manifest in a clear 
policy trend towards protecting critical services across different 
‘national’ security agendas [10]. Indeed, resilience is closely linked 
to overall state power, generally described as the ability of a state to 
achieve its goals and influence other actors [26]. As such, Rowland 
et al. consider resilience to be one of the attributes of a state that is 
powerful in cyber-space [27].

What is considered a resilient state will vary between states and cul-
tures, but in general terms it would mean a state that is able to cope 
with adverse incidents in a manner that is locally reasonable, and to 
adapt and recover to return to a state similar to the one that existed 
previously. To this end, critical services that enable the functioning 
of the state need to be maintained throughout the disruption, or at 
least rapidly reinstated. In the case of developed states, with a larger 
extent of critical services, the demands on the state are greater, as 
there are more services which must be guaranteed to operate.

3.	 Conceptualising state-level cyber resilience
Having covered the concepts of cyber resilience and state 

resilience, we can now proceed to an informed examination and 
subsequent construction of the concept of state-level cyber resilience. 
A couple of similarities between the previous concepts are apparent, 
specifically that cyber and state resilience both involve complex systems, 
and the fact that a resilience approach provides a necessary addition to 
conventional security measures given the latter’s limitations. Beyond 
these similarities, there is a deep convergence. Specifically, state 
resilience is increasingly reliant on cyber resilience. Indeed, the latter 
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is becoming so important that contemporary state resilience can no 
longer be treated independently. The reason for this amalgamation lies 
in the increased role of cyber-space in the functioning of a state and its 
critical infrastructures. Digitalisation has meant that the work of govern-
ments and the economic activities of a society are on a trend towards 
reliance on cyber-space. This is not only apparent in terms of communi-
cation, but also in the ‘smart’ integration that is expanding to ever more 
economic and public sectors, including energy, transport, housing, 
and education, as well as across businesses and industries [10, 28].

It is surprising that state resilience is often discussed entirely sepa-
rately from cyber resilience in the literature, given that cyber-space is 
emerging as the predominant critical service for a state. Fjäder [20], 
for instance, does not give cyber-space special emphasis amongst 
critical services; Walklate et al. [25] do not even mention cyber-space 
in the context of state resilience. Instead, the role of cyber-space is 
considered as part of broader communications, i.e., as one critical ser-
vice among many. This, however, is patently changing. By updating our 
vision and embracing the notion that cyber-space is a ubiquitous sub-
strate supporting ever more aspects of human existence, we realise 
that this is a special kind of infrastructure and needs to be accorded 
greater importance. If a state’s use of cyber-space is compromised, 
then the multitude of other critical services that depend on it will also 
be compromised in a ripple effect. This is acknowledged by Bellini and 
Marrone, who observe that due to its “tight interdependency and per-
vasiveness, a fault on the cyber layer provokes a fault in several critical 
services…” [8]. This risk of “cascading and escalating failures” [29] 
across many dimensions of society is acknowledged in our theoretical 
background as one of the main traits of a contemporary risk society 
[18]. Rather than being one service among many, cyber technologies 
have become the critical infrastructure of critical infrastructures.

At this point we should highlight that in spite of the convergence of 
state resilience and cyber resilience, we do not propose a merging of 
the two concepts. When referring to the state, we must still distinguish 
between state-level cyber resilience and state resilience. The reason 
for this is that state resilience remains a broader concept. There are 
certain types of resilience that are largely independent of cyber-space, 
referring to ideational and political aspects, such as the resilience of 
state institutions, or the resilience of a sense of state belonging [27].

3.1.	 Existing contributions

Before we conceptualise state-level cyber resilience, we 
shall acknowledge a few existing contributions to this concept. As 
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we shall see, though valuable, these are altogether rather scant. 
There has been a growing interest in state-level cyber resilience due, 
specifically, to the growth of industry 4.0, the pioneering initiatives of 
some governments (e.g. the United Kingdom), and the proliferation 
of adverse incidents [28]. In the following section, we will briefly re-
view two academic sources and one governmental policy paper that 
stand out as relevant. These have been selected from the extremely 
limited available material because they are the most representative 
of existing incipient approaches to the concept.

We begin with an article by Tiirmaa-Klaar, providing an overview 
of the notion of ‘national cyber resilience’ and what policymakers 
should consider in order to increase resilience levels. The author 
recognises that cyber technologies form a networked substrate for 
communications and all critical economic sectors across the world 
[10]. Amongst other points, Tiirmaa-Klaar mentions three basic pol-
icy areas that need to be covered to build ‘national cyber resilience’: 
protecting critical infrastructure, addressing crime in cyber-space, 
and developing sufficient state-level incident response capabilities. 
She also asserts that states need comprehensive cyber governance 
models, as well as ways of assessing and implementing varying pol-
icy goals and priorities [10]. Notwithstanding this, the author fails to 
provide a definition of “national cyber resilience”.

Our second reference work is a systematic literature review of cyber 
resilience and incident response in smart cities by Ahmadi-Assalemi 
et al. Considering the manner in which the review is conducted, 
and the fact that parallels can be drawn between a smart city and 
a wider “cybered” state [15], we deem this work suitable for use as 
a proxy for our task. The authors conducted a review of primary 
studies related to the resilience of cyberphysical systems in smart 
cities and investigated how current cyber-physical systems address 
digital forensics and incident response [28]. They found that most 
of the reviewed literature focuses only on subsets of resilience and 
related concepts in incident response. Specifically, threat ‘detection’ 
had a very high incidence rank, along with ‘security’ and the broad 
concept of ‘attacks’. In contrast, the term ‘resilience’ ranked low, with 
some of its constituent stages ranked very low, namely, ‘response’, 
and ‘recovery’ [28]. Furthermore, the review found that many of the 
papers focused only on particular sectors of a smart city (e.g. infra-
structure, mobility), rather than on the cumulative whole [28]. This 
confirms that there is a dearth of scholarly work on cyber resilience 
and that the focus has instead been on more conventional security. 
The article provides only a generic definition for cyber resilience, 
without expressly connecting it to smart cities or states [28].
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Our third and final reference is the United Kingdom’s National Cyber 
Strategy 2022 [30]. This policy paper puts significant emphasis on 
cyber resilience as a state priority. The UK is one of the states at 
the forefront of research and policy concerning matters of cyber 
security. In 2016, the UK set up the National Cyber Security Centre 
(NCSC) with the task of protecting both the government and society in 
cyber-space [31]. In spite of actions such as this to improve the state’s 
overall cyber security standing, the policy paper states that there is 
“growing evidence of gaps in our national resilience”, with the number 
of incidents affecting government, businesses and individuals contin-
uing to rise [30]. With its new strategy the government aims to work 
towards a vision of cyber-space “as a reliable and resilient place for 
people and business to flourish” as a fundamental part of building 
a “more resilient nation” [30]. This apparent level of concern and 
commitment is significant coming from one of the states considered 
to be most ‘powerful’ in cyber-space and highlights the ubiquitous 
perceived risks states face in cyber-space [32].

Unlike previous iterations, the 2022 strategy includes a definition 
of cyber resilience from the state’s perspective which encompasses 
systems, organisations, and individuals [30]. Furthermore, the 
direction taken in this paper shows a maturation from a resilience 
perspective as it explicitly states the importance of aspects such as 
having a whole-of-society approach; differentiates between pre- and 
post-incident measures; stresses the need for collaboration with the 
private sector, as well as the proactivity of the latter; recognises the 
importance of (other) critical infrastructures; and highlights the need 
for government to provide direction and set an example.

With this brief review, we can see how state-level cyber resilience 
is gaining attention. This growing interest, though, has not yet 
produced significant theoretical advancements and the concept 
remains incipient. Indeed, something acknowledged in all three 
reference works is that further research is needed. The concept is 
still rudimentary and hardly goes beyond the generic definition of 
resilience. Without a sound and wellgrounded definition, we run the 
risk of state-level cyber resilience becoming a vague and misused 
concept, further clouding attempts for assessment and improve-
ment. With this reasoning in mind, we now proceed to proposing 
a new, comprehensive concept.

3.2.	 Conceptual framework

In order to contribute a concept of state-level cyber resil-
ience that can then be operationalised, it must be comprehensive 
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and concrete. At this point we can identify the elements we need for 
our conceptualisation. From the general concept of resilience, we 
know that it requires an availability of assets and an investment of 
resources, and we have understood that resilience is not static, but 
is manifested as a process; from state resilience, we know that resil-
ience capacities are harboured at multiple levels and across actors 
within the polity; and from cyber resilience, we know that there is 
a wide variety of damage that can be inflicted, which would call for 
different resilience responses. Taking all this into consideration, our 
resulting concept is the following:

state-level cyber resilience: the ability of a state, which (a) is made 
up of multiple layers, to (b) harness a set of key assets in order 
to (c) confront a particular type of damage to its cyber space, by 
(d) going through the stages of withstanding this damage and 
eventually recovering to its normal state.

The state of normalcy will vary between cases. Nevertheless, in 
abstract terms, we know that it will be the conditions in which the 
state finds itself capable of sustaining modern life in its typical 
day-to-day manner. This entails the provision of critical services, 
primarily the use of cyber-space, for the state to conduct its core 
functions. As for the adverse incidents that could occur which require 
a resilient response from the state, the threats are innumerable. 
Acknowledging the special trait of resilience as being applicable to 
unforeseen disturbances, we will consider these adverse incidents 
as being anything negatively affecting the use of cyber-space within 
the state, whether caused by humans or nature [9].

In order to operationalise the concept, we must first identify the 
variables involved. From the concept above, these can be isolated 
as follows:

a.	 Layers;
b.	 Assets;
c.	 Damage;
d.	 Stages.

These variables have component indicators that allow for their 
assessment. A deep exploration of these indicators is beyond the 
scope of this article, but we will briefly propose a set to illustrate 
the concept’s operationalisation. These indicators have been se-
lected with the intention of being comprehensive with respect to 
the key elements of each type of variable, whilst being succinct and 
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thus making assessment straightforward. In doing this we have 
heeded the recommendation that resilience metrics should be (1) 
broad enough to be used in diverse cases and (2) precise enough 
to measure specific system components [33]. Cyber resilience is 

“flexible by nature” [33] and as such, we reason that it is an adequate 
approach to provide the evaluator with a degree of autonomy within 
the framework.

Layers

Governments may be the directing actors within a state, but 
improving state cyber resilience requires multiple actors working 
together. Hausken, for instance, names eight state layers involved 
in cyber resilience [23]. We consider this selection inconsistent with 
our unit of analysis and therefore propose our own set of four layers 
where resilience is manifested, consisting of the government, as 
the directing and coalescing actor; private companies, as the main 
organised entities performing economic activity; communities, as 
the main organised entities performing non-economic activity, and 
the individual, as the smallest and most numerous unit within a state.

Assets

As discussed above, resilience has a cost, requiring an investment 
of resources in anticipation of disruptions. When this investment 
is effective, it means that the state in question can deploy or ac-
tivate a number of assets to support its resilience response. From 
the existing literature, we will base our approach on the set of key 
resilience assets posited by Bellini and Marrone, consisting of human 
capital, involving the level of skills and preparedness of the people; 
technology, which includes the cyber technologies involved in the 
incident; organisation, referring to how well the states’ layers can 
cooperate; and finance, referring to the capital at the state’s disposal 
for confronting an adverse incident [8].

Damage

When it comes to distinguishing between types of damage, we 
suggest employing the CIA triad of cybersecurity, a common 
classification for the kind of damage inflicted in cyber-space. This 
acronym stands for the damage that can be suffered with regards 
to Confidentiality, Integrity, and Availability of data or systems. The 
impact of each type of damage would have to be assessed in relation 
to the state of normalcy of the state being studied, at a particular 
time [9, 24].
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Table 1. State-level cyber resilience variables and their proposed component 
indicators.

Layers Assets Damage Stages

Government

Companies

Communities

Individuals

Human capital

Technology

Organisation

Finance

Confidentiality

Integrity

Availability

Preparation

Response

Recovery

Stages

As discussed earlier, when resilience is put into practice, it manifests 
itself as a process before, during and after an adverse incident. 
A common typology of stages is that employed by Bellini and 
Marrone [8], namely: prepare, withstand or absorb, recover and 
adapt. Although we find this typology to be insightful, we prefer 
a slightly condensed version consisting of three stages: Preparation, 
Response, and Recovery. Here we consider the Response stage 
to include both ‘absorbing’ a shock, as well as ‘adapting’ to it for 
its duration.

Much of the challenge in addressing the resilience this article has 
tackled stems from the fact that cyber resilience is typically under-
stood pertaining to individual parts of the state system, and had 
not yet been conceptualised at the system level, incorporating the 
different constituent elements. This article explores and analyses the 
most important aspects of resilience, and subsequently distils them 
into an integrated and concise concept.

This framework will aid scholars and policymakers in identifying 
areas of strength and weakness in states’ resilience, and the insights 
it provides will inform strategic decision-making and resource-al-
location. In particular, it helps to avoid the potential quagmire of 
addressing resilience in a siloed manner. It simplifies approaching 
the issue by extracting the four most salient variables and describing 
how they interrelate to form a single concept. We provide a way of 
operationalising the concept by means of a set of indicators which 
serve as suggested guideposts for a comprehensive step-bystep 
assessment. With this four-pronged conceptual framework, the 
different elements of resilience can be approached simultaneously, 
allowing for research and policymaking that takes into consideration 
the full picture of state-level cyber resilience. This approach does 
not point at specific solutions. As Shimizu and Clark point out, “linear 
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and fixed decision-making approaches are of limited value” due to 
complexity and uncertainty [18]. Rather, our framework leaves the 
interested parties with the necessary flexibility and freedom to 
create their own strategies for improvement based on the specific 
insight that the assessment provides.

To illustrate the utility of this conceptual framework, we will return to 
the infamous case of the Colonial Pipeline ransomware attack. In the 
following table, we present the types of questions that could arise for 
each variable in this scenario.

Table 2. Illustrative application of the concept to a scenario based on the Colonial 
Pipeline attack

Variable Indicators Example questions for the case

Layers Government

Companies

Communities

Individuals

What are their responsibilities 
in this scenario? What are their 
strengths and weaknesses? 
How can these layers prepare 
to increase their capacity 
for resilience?

Assets Human capital Technology 
Organisation 

Finance

How can the different layers of 
the state in question harness 
these assets in such a scenario? 
Do the layers have the necessary 
skills? What is the condition of 
the relevant technology? Are 
there mechanisms in place for 
effective cooperation within and 
across the relevant layers? What 
is the financial landscape and 
how would it respond to such 
a scenario?

Damage Confidentiality Integrity 

Availability

What types of damage will the 
state suffer? Which of these 
would be most harmful? Which 
one is most likely and what 
measures are in place to deal 
with such damage?

Stages Preparation 

Response 

Recovery

Given the previous questions 
and answers, what is the 
assessment of the state’s overall 
preparation? Based on this, what 
is the perceived competence for 
a response and recovery to such 
an incident?
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4.	 Conclusions
This work has taken on an ambitious challenge. In an 

increasingly important research field that is nevertheless in its 
infancy, we have proposed a comprehensive conceptual framework 
of state-level cyber resilience. To accomplish this, we have relied on 
an intensive cross-pollination of ideas and information provided by 
other scholars in related research areas. We do not claim to have 
achieved a definitive concept of state-level cyber resilience; rather, 
the accomplishments of this work are to aid researchers and policy-
makers by providing a common terminology, fostering a systematic 
and multidimensional approach to states’ capacity for resilience in 
cyber-space, and supplying a springboard for academic debate and 
further research.

A fascinating ensuing line of research would be to examine how the 
level of complexity of states aids or hinders their cyber resilience. 
Complexity has been observed to both strengthen and weaken resil-
ience in systems [21], and states are no exception. Investigating the 
nature of this simultaneous scope for benefit and detriment would 
contribute greatly to this field’s solidity.

Resilience as a strategy is not a panacea for state security challenges 
relating to cyber-space and beyond. It nevertheless provides a unique 
advantage by addressing unpreventable security challenges, whilst 
also being cheaper in the long term than conventional security. Total 
resilience cannot be guaranteed, even when adequate strategies are 
implemented, but a comprehensive understanding of state-level 
cyber resilience would nonetheless provide much-needed insight 
so that states can improve their resilience potential. The conceptual 
framework provided in this work is a step in this direction.
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Abstract
A t the end of 2022 and the beginning of 2023, the EU adopt-

ed several new legislative acts aimed at improving the resilience and 
protection of network and information systems and critical entities 
across the Union. The objective of this research is to list these acts, 
show their mutual connections and focus specifically on analysing 
the potential weaknesses of two legislative acts, namely: the NIS2 
Directive and the CER Directive. The NIS2 Directive is a significant 
piece of legislation that aims to improve the cybersecurity of the 
European Union, while the CER Directive is a crucial piece of legisla-
tion that aims to improve the physical security of critical entities in 
the Union. These two documents are applied in parallel and contain 
many mutual references, which means that weaknesses in one doc-
ument may have significant consequences for the implementation of 
the other. Using standard desktop analysis of primary and secondary 
sources, this paper reviews results and challenges in the protection 
of the EU’s critical infrastructures by primarily focusing on these two 
documents. The research identifies and explains certain weaknesses, 
concluding with suggestions for possible solutions.
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1.	 Introduction

“O ur daily lives depend on a wide variety of services – 
such as energy, transport, and finance, as well as 

health. These rely on both physical and digital infrastructure” [1, p. 2]. 
Physical infrastructure enables us to work, travel and benefit from 
essential public services such as hospitals, transport and energy 
supplies. In contrast, digital infrastructure facilitates a multitude of 
new, extremely exciting and unpredictably dynamic jobs and pro-
cesses, virtual realities and artificial intelligence, freedom of speech 
and possibilities of action. On one hand, all this progress makes the 
world a pleasant place to live, while, on the other, it raises many 
questions, many of which contain a security component. What hap-
pens in cyberspace has numerous implications for the physical world 
since “cyber” has become part of the physical reality all around us. 
Therefore, efficient functioning of physical and digital infrastructure 
has become one of the key areas of security for individuals, many 
economies, states, companies of all profiles and large multinational 
organisations such as the European Union.

The protection of critical physical and digital infrastructure is one 
of the key areas of national security for many countries around 
the world and one of the key security priorities of the European 
Union. The 2020 EU Security Union Strategy emphasises four stra-
tegic priorities for the Security Union, namely: “(i) a future proof 
security environment, (ii) tackling evolving threats, (iii) protecting 
Europeans from terrorism and organised crime, (iv) a strong 
European security ecosystem” [1, p. 6]. The first strategic priority 
discusses achievements and challenges related to critical physical 
and digital infrastructure and states “if these infrastructures are not 
sufficiently protected and resilient, attacks can cause huge disrup-
tion – whether physical or digital – both in individual Member States 
and potentially across the entire EU” [1, p. 6]. Due to the discussion 
that follows, it is important to point out that the Strategy asserts that 

“the EU’s existing framework for protection and resilience of critical 
infrastructures has not kept pace with evolving risks” [1, p. 6] with 
respect to which two directives are considered under the existing 
framework: Council Directive 2008/114/EC of 8 December 2008 on the 
identification and designation of European critical infrastructures and 
the assessment of the need to improve their protection, and Directive (EU) 
2016/1148 of the European Parliament and of the Council of 6 July 2016 
concerning measures for a high common level of security of network and 
information systems across the Union.

The security risks are very diverse. Many authors believe that the 
digital revolution is transforming every aspect of our lives, both 
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creating enormous opportunities but also increasing exposure 
to threats [1; 6; 7; 8; 9; 14; 17]. Ulrik Franke et al. state that “with 
poor cyber security, society is vulnerable, both to accidents and to 
attacks” [3, p. 116]. Alok Mishra and associates believe that “cyber 
threats have risen as a result of the growing trend of digitalisation 
and excessive reliance on the digital world” [4, p. 1]. Sam Maesschalck 
and associates argue that Industrial Control Systems were not 
designed with internet connectivity in mind, and often lack basic 
security features, making them vulnerable to cyberattacks [5]. In 
addition to the possibility of technical failures, Stefan Varga and 
associates recognise people as the main sources of security risks to 
critical infrastructures.

“People can either (i) take inadvertent unintentional actions, 
without having a malicious or harmful intent, e.g., by do-
ing mistakes, errors and omissions, (ii) fail to take action 
in a given situation, where actions otherwise would have 
prevented an undesired outcome, or (iii) act deliberately 
with the intent to do harm, e.g., by acts of fraud, sabotage, 
theft and vandalism” [10, p. 2].

Johan David Michels and Ian Walden identified the risks to critical 
infrastructure from under-investment in cybersecurity measures 
and insufficient information sharing [11]. Although critical physical 
and digital infrastructure areas have become extremely connected 
over the last 10 years, the focus of policy makers, academics and 
practitioners has mostly been directed towards the latter area, as 
well as cyberspace. This is understandable because, as Tomasz 
Aleksandrowicz says, “cyberspace is now the basis for the function-
ing of a state’s critical infrastructure” [12], both digital and physical.

Although these two areas are inextricably linked, to the best of our 
knowledge, in the academic world the primary focus is on consid-
ering the effectiveness of cyber protection of critical infrastructures 
and comparing different legal instruments related to it. Dimitra 
Markopoulou, Vagelis Papakonstantinou, and Paul de Hert discuss the 
new EU cybersecurity framework, a new Regulation on ENISA (the EU 
Cybersecurity Act), and the relationship between the NIS1 Directive and 
the EU’s General Data Protection Regulation (GDPR) [13]. The interplay 
between the NIS1 Directive and the GDPR in a cybersecurity threat land-
scape is a topic dealt with by Mark D. Cole and Sandra Schmitz-Berndt 
[14]. Further on the same topic, Sandra Schmitz-Berndt and Stefan 
Schiffner analyse reporting obligations, as well as certain limitations 
and differences, with respect to the NIS1 Directive and GDPR [15]. 
Sandra Schmitz-Berndt then discusses mandatory cybersecurity 
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incident reporting under the NIS2 Directive [16], and the reporting 
threshold for a cybersecurity incident under the NIS1 Directive and 
NIS2 Directive [17]. Comparison of the NIS1 Directive and NIS2 Directive 
was carried out through several different studies [18; 19; 20]. Finally, 
it is worth highlighting the comparison of the NIS2 Directive Proposal 
with the development of Italian and German cybersecurity laws [21]. 
None of these studies included a comparison of legal instruments 
related to the protection of critical physical infrastructures.

Returning again to the 2020 EU Security Union Strategy, which empha-
sises that “the EU’s existing framework for protection and resilience 
of critical infrastructures has not kept pace with evolving risks”, it 
is further stated that “the legislative framework needs to address 
this increased interconnectedness and interdependency, with robust 
critical infrastructure protection and resilience measures, both cyber 
and physical” [1, p. 6].

“At the same time, Member States have exercised their 
margin of discretion by implementing existing legislation in 
different ways. The resulting fragmentation can undermine 
the internal market and make cross-border coordination 
more difficult – most obviously in border regions. Operators 
providing essential services in different Member States 
have to comply with different reporting regimes” [1, p. 6].

Therefore, it was particularly emphasised that the European 
Commission is looking for new legal frameworks for both physical 
and digital infrastructures [1, pp. 6 – 7]. After several years of work, 
at the end of 2022, three legislative acts were published in the same 
Official Journal of the European Union, namely, two directives and one 
regulation: (i) Directive (EU) 2022/2555 of the European Parliament and of 
the Council of 14 December 2022 on measures for a high common level 
of cybersecurity across the Union, amending Regulation (EU) No 910/2014 
and Directive (EU) 2018/1972, and repealing Directive (EU) 2016/1148 (NIS2 
Directive) [22] (hereinafter: NIS2 Directive); (ii) Directive (EU) 2022/2557 
of the European Parliament and of the Council of 14 December 2022 on 
the resilience of criticzal entities and repealing Council Directive 2008/114/
EC [23] (hereinafter: CER Directive); and (iii) Regulation (EU) 2022/2554 
of the European Parliament and of the Council of 14 December 2022 
on digital operational resilience for the financial sector and amending 
Regulations (EC) No 1060/2009, (EU) No 648/2012, (EU) No 600/2014, (EU) No 
909/2014 and (EU) 2016/1011 [24] (hereinafter: DORA).

The aim of this paper is analysing two complementary documents – 
the NIS2 Directive and CER Directive – because the first document is 
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focused on improving the cybersecurity of network and information 
systems across the European Union, and the second on strengthen-
ing the resilience and protection of critical entities across the Union.1 
The rationale for such a study design is twofold. First, in normative 
terms, the NIS2 Directive represents the central document for cy-
bersecurity in the EU in connection with strengthening the resilience 
and protection of network and information systems, and the CER 
Directive in the area of strengthening the resilience and protection of 
critical entities. Second, on an operational and implementation level, 
network and information systems and critical entities represent one 
of the key bloodstreams of the Union, Member States, numerous or-
ganisations, all economies and a growing number of citizens. That is 
why it is essential to analyse the strengths and weaknesses of these 
two documents, which is the narrower purpose of this research. It 
is clear that both directives have resulted in numerous changes and 
improvements in the existing normative framework and will lead to 
better vertical and horizontal operational solutions. However, there 
is always room for additional work on the quality of legislative acts, 
which brings us to the question posed by this research: What are the 
weaknesses of these two directives?

With respect to structure, the Introduction is followed by a second 
section called From Council Directive 2008/114/EC to the CER Directive, 
which will analyse the two above-mentioned directives. The next 
section, From the NIS1 Directive to the NIS2 Directive, will provide an 
analysis of the two directives in question, followed by a section 
titled Discussion, which will connect the research results from the 
perspective of the research question and discuss the findings and 
their implications within the broader context of protecting critical 
EU infrastructures. Conclusion will summarise the analysis and all 
segments of the research, and provide final comments as well as the 
significance of the findings.

2.	 From Council Directive 2008/114/EC 
to the CER Directive
Council Directive 2008/114/EC of 8 December 2008 on the 

identification and designation of European critical infrastructures and 
the assessment of the need to improve their protection [25] (hereinafter: 
Council Directive 2008/114/EC) was the first step in a multi-step pro-
cess to identify and designate critical European infrastructures and 
assess the need to improve their protection. As such, this Directive 
was focused on the energy and transport sectors [25: recital 5]. This 
Directive set out a procedure for the identification and designation 

1 	  An analysis 
of DORA is beyond the 
scope of this research, 
so here we only outline 
its key features and links 
to the NIS2 Directive. 
The objective of 
DORA is to strengthen 
information security 
and cybersecurity in 
the financial sector to 
maintain operational 
resilience in case of 
serious operative 
disruptions. It refers 
to entities that operate 
in the financial sector 
and third parties 
that provide services 
related to information 
and communication 
technologies. The NIS2 
Directive will also apply 
to financial institutions 
(key sector – banking), 
whereas DORA is lex 
specialis. The NIS2 
Directive aims to secure 
the resilience of essential 
and important entities in 
terms of cybersecurity, 
and DORA is intended to 
strengthen the security 
of financial entities.
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of critical European infrastructure and a common approach to as-
sessing the need to improve the protection of such infrastructure to 
contribute to the protection of people [25: article 1]. It was pointed 
out that there are a certain number of critical infrastructures at the 
level of the Union (at the time of the publication of the Directive, 
the term “Community” was used), the disruption or destruction of 
which would have significant cross-border impacts. This may include 
transboundary cross-sector effects resulting from interdependen-
cies between interconnected infrastructures. Such infrastructure 
should be identified and designated through a common procedure 
[25: recital 7]. It was additionally emphasised that this Directive com-
plements existing sectoral measures at the level of the Community 
and Member States [25: recital 10], and that the primary and ulti-
mate responsibility for protecting critical European infrastructures 
rests with the Member States and the owners/operators of such 
infrastructures [26: recital 6].

The Directive was relatively short, with only a few articles. The first 
article sets out the purpose of the Directive, and the second provides 
definitions. The third article defines the criteria for identifying critical 
infrastructures, while the fourth article sets out the methods for 
designating critical infrastructures. The fifth article describes the 
purpose of the Operator security plan and who is responsible for 
creating said plan, while the sixth describes the function of Security 
Liaison Officers. The seventh article refers to reporting of generic 
data by Member States to the Commission on a summary basis on 
the types of risks, threats and vulnerabilities encountered in the en-
ergy and transport sectors in which critical European infrastructure 
has been designated. The eighth article states that the European 
Commission shall support, through the relevant Member State 
authority, the owners/operators of designated critical European 
infrastructures by providing access to available best practices and 
methodologies, as well as training and the exchange of information 
on new technical developments related to critical infrastructure 
protection. The ninth article describes the requirements for the 
protection of sensitive information relating to critical infrastructure 
protection. The tenth article requires Member States to designate 
contact points for the protection of critical infrastructure [25].

As the threat landscape has evolved over time, with the emergence 
of new threats and the increasing interconnectedness of physical 
and cyber domains, questions have arisen regarding the continued 
relevance of the current Directive and the need for an update. The 
European Commission has prepared a comprehensive evaluation 
study on the scope of the Directive.2 According to the 2019 Evaluation 

2 	  This report has 
been prepared by EY 
and RAND Europe for the 
European Commission’s 
Directorate-General for 
Migration and Home 
Affairs (DG HOME). The 
author of this text has 
been interviewed several 
times by companies that 
are preparing a report 
on the achievements of 
the current Directive, 
its weaknesses, its 
implementation in 
national legislation, 
public-private 
partnerships in the 
protection of critical 
infrastructure, and 
ideas for creating 
a new Directive.
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study of Council Directive 2008/114 on the identification and designation 
of European critical infrastructures and the assessment of the need to im-
prove their protection 10 years after entering into force, “the Directive 
appears today to have partial to limited relevance, notably in view of 
recent technological, economic, social, policy/political and environ-
mental developments and current challenges” [26, p. 1]. The Member 
States adopted a variety of approaches in transposing the Directive 
in their national legislation [27, p. 14]. Member States have different 
starting points and approaches towards the identification of poten-
tial critical European infrastructure [27, p. 17], while the process of 
designating critical European infrastructure tends to be less formal-
ised [27, p. 19]. Regarding the Operator security plan, “each Member 
State adopted this provision using their own interpretations of what 
needed to be done; this has led to the adoption of different criteria 
for use in assessing risks for each Member State” [27, p. 21]. The 
next challenge was the criteria for determining the Security Liaison 
Officer. Member States applied the requirements that the Security 
Liaison Office should satisfy very differently (in terms of role, key 
responsibilities, clearance, etc.) [27, pp. 21 – 22]. The same was true 
of very similar claims for national contact points for the protection of 
critical infrastructure [27, p. 23]. Regarding the reporting of Member 
States to the Commission, the procedure was established; however, 
it lacked sufficiently high-quality use of information collected by the 
Commission, which “has not systematically provided feedback on 
these reports, nor has it worked to synthesise the situational pic-
tures at the MS level in order to create a pan-EU assessment of critical 
infrastructure vulnerability” [27, p. 22]. The final assessment is how 
the Directive “appears to be broadly consistent with relevant sectoral 
legislation. However, its coherence is limited by the existence of sev-
eral overlaps with other pieces of legislation and policy documents.” 
Additionally, “the Directive has been partially effective in achieving 
its stated objectives.” Also, the evaluation found that the Directive 
generated some EU added value [26, pp. 2 – 6]. For all these reasons, 
it was necessary to adopt a new and updated directive.

The CER Directive was adopted to eliminate weaknesses observed 
during the evaluation of Directive 2008/114/EC, which was carried out 
in 2019 and found that,

“due to the increasingly interconnected and cross-border 
nature of operations using critical infrastructure, protective 
measures relating to individual assets alone are insufficient 
to prevent all disruptions from taking place. Therefore, it is 
necessary to shift the approach towards ensuring that risks 
are better accounted for, that the role and duties of critical 
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entities as providers of services essential to the functioning 
of the internal market are better defined and coherent, and 
that Union rules are adopted to enhance the resilience of 
critical entities” [23, recital 2].

The CER Directive has repeatedly upgraded the scope and reinforced 
the resilience and protection of critical infrastructures through various 
measures and activities.

It is necessary to highlight the key differences between Council 
Directive 2008/114/EC and the CER Directive:

•	 Scope and Coverage: Council Directive 2008/114/EC focuses 
exclusively on the energy and transport sectors, while the CER 
Directive expands the scope to include all critical entities that 
provide essential services in 11 sectors [23, annex 1].

•	 Risk Assessment Approach: Council Directive 2008/114/EC 
emphasises a top-down, risk-based approach to critical infra-
structure protection, while the CER Directive encourages a more 
holistic, multi-dimensional approach that considers both physical 
and cyber threats [23, article 5 and 12].

•	 Security Plan Requirements: The security plan requirements 
in Council Directive 2008/114/EC were limited to the energy 
and transport sectors, while the CER Directive mandates the 
development of security plans for all critical entities, regardless 
of sector [23, article 13].

•	 Incident Response and Recovery Mechanisms: Council 
Directive 2008/114/EC provides limited guidance on incident 
response and recovery, while the CER Directive emphasises the 
need for robust incident response and recovery plans to ensure 
continuity of critical services [23, article 15].

•	 Information Sharing and Cooperation: Council Directive 
2008/114/EC encourages information sharing between Member 
States and the Commission, while the CER Directive strengthens 
this requirement by establishing a centralised information-shar-
ing platform (a Critical Entities Resilience Group is hereby 
established) and promoting the exchange of best practices and 
lessons learned [23, article 19].

•	 Review and Update Mechanism: Council Directive 2008/114/EC 
does not explicitly provide for a regular review and update 
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process, while the CER Directive mandates the establishment 
of a review mechanism to ensure that the Directive remains 
relevant and effective considering changing threat landscapes 
and technological advancements [23, article 20].

Overall, the CER Directive represents a significant update to Council 
Directive 2008/114/EC, reflecting the evolving nature of critical infra-
structure threats and the growing importance of a holistic approach 
to critical infrastructure protection. The CER Directive is a crucial 
piece of legislation that aims to improve the physical security of crit-
ical entities in the European Union, where critical entities represent 
providers of essential services, and play an indispensable role in the 
maintenance of vital societal functions or economic activities in the 
internal market in an increasingly interdependent Union economy. 
As in the example of the NIS2 Directive, the CER Directive aims at 
better regulation and alignment of differences between the entities 
involved in the provision of essential services, which are increasingly 
subject to diverging security requirements imposed under national 
law. Therefore, the new Directive seeks to lay down harmonised 
minimum rules to ensure the provision of essential services in the 
internal market, to enhance the resilience of critical entities and to 
improve cross-border cooperation between competent authorities. 
This Act also recognises other challenges relevant to the regulation of 
this area and considerable effort has gone into their resolution and 
normative improvements.

3.	 From the NIS1 Directive to the NIS2 Directive
Directive (EU) 2016/1148 of the European Parliament and of 

the Council of 6 July 2016 concerning measures for a high common level 
of security of network and information systems across the Union [28] 
(hereinafter: NIS1 Directive) was the first horizontal legal instrument 
undertaken at an EU level for the protection of network and informa-
tion systems across the Union [3; 11; 12; 13; 14; 16; 17; 18; 20; 29]. The 
Directive aimed to achieve the following:

“(a) [to lay] down obligations for all Member States to 
adopt a national strategy on the security of network and 
information systems; (b) [to create] a Cooperation Group 
in order to support and facilitate strategic cooperation and 
the exchange of information among Member States and to 
develop trust and confidence amongst them; (c) [to create] 
a computer security incident response teams network 
(‘CSIRTs network’) in order to contribute to the development 
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of trust and confidence between Member States and to 
promote swift and effective operational cooperation; 
(d) [to establish] security and notification requirements 
for operators of essential services and for digital service 
providers; (e) [to lay] down obligations for Member States 
to designate national competent authorities, single points 
of contact and CSIRTs with tasks related to the security of 
network and information systems” [28, article 1].

The purpose of the NIS1 Directive was to enhance the security of 
network and information systems (NIS) across the European Union. 
The Directive sets out minimum cybersecurity requirements for 
operators of essential services (OES), digital service providers 
(DSP), and Member States. The Directive’s key objectives were to: 
(a) reduce the risk of cyberattacks on NIS; (b) improve the incident 
response capabilities of OES and DSP; (c) strengthen cooperation and 
information exchange between Member States and the European 
Commission; (d) foster cross-border cooperation in investigating and 
prosecuting cyber-crime. The Directive’s main requirements for OES 
and DSP were: (a) identifying and classifying NIS; (b) implementing 
appropriate security measures to protect NIS; (c) reporting security 
incidents promptly to the relevant authorities; (d) conducting regular 
security assessments; (e) developing and implementing incident 
response plans; (f) providing regular updates on their cybersecu-
rity measures. The Directive also requires Member States to: (a) 
establish national NIS authorities to oversee the implementation of 
the Directive; (b) develop and implement national NIS strategies; (c) 
foster public-private cooperation on cybersecurity; (d) support OES 
and DSP in implementing the Directive’s requirements; (e) investigate 
and prosecute cyber-crime effectively. The Directive additionally 
established a framework for mutual assistance between Member 
States in the event of a major cybersecurity incident. Finally, the 
Directive required the European Commission to: (a) monitor the 
implementation of the Directive and provide guidance to Member 
States; (b) support the development of cybersecurity standards and 
best practices; (c) promote international cooperation on cybersecu-
rity [28]. The NIS1 Directive was a significant step towards improving 
the security of NIS in the Union. It is expected to contribute to the 
resilience of the Union’s critical infrastructure and the protection of 
its citizens.

The obligations under the NIS1 Directive can be broadly divided into 
two categories: safeguarding obligations, which require organi-
sations to put in place “appropriate and proportionate” security 
measures, and information obligations, which require the sharing 
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or disclosure of information [11, p. 16]. While the NIS1 Directive in-
creased the OES, DSP, and Member States’ cybersecurity capabilities, 
its implementation proved difficult. Member States adopted different 
approaches, resulting in fragmentation at different levels across the 
internal market [2, 5]. “Different actors understand cybersecurity 
differently under different circumstances” [29, p. 2]. Basically, “NIS is 
work-in-progress” [30, p. 1328], where due to a change in numerous 
circumstances many countries and organisations acknowledge the 
need to develop more efficient protection solutions in cyber space 
and an increase in information security [31].

“The Directive contributed to improving cybersecurity 
capabilities at a national level, increased cooperation be-
tween Member States, and improved the cyber resilience of 
public and private entities within the sectors encompassed. 
However, these improvements seem to be no longer suf-
ficient in light of an expanded threat landscape” [17, p. 1].

“The NIS Directive could be considered a late response to an already 
exacerbated and well-known problem” [13, p. 11].

Due to the perceived challenges in implementation, the European 
Commission conducted a comprehensive evaluation study on the 
scope of the NIS1 Directive. According to the 2020 Commission Staff 
Working Document Impact Assessment Report Accompanying the doc-
ument Proposal for a Directive of the European Parliament and of the 
Council on measures for a high common level of cybersecurity across the 
Union, repealing Directive (EU) 2016/1148, in spite of the achievements,

“the NIS Directive also proved its limitations, falling short 
of ensuring a fully engaging, coherent and pro-active 
setting that could guarantee an effective take of shared 
responsibilities and trust among all relevant authorities 
and businesses… The NIS Directive revealed inherent 
weaknesses and gaps that make it incapable of addressing 
contemporaneous and emerging cybersecurity challenges. 
These concern, among others, a lack of clarity on the NIS 
scope, insufficient consideration of the increasing intercon-
nectivity and interdependencies within EU economies and 
societies, the lack of alignment between security require-
ments and reporting obligations, a lack of effective incen-
tives for information sharing or operational cooperation 
among relevant authorities and difference in treatment of 
comparable businesses across Member States and sectors” 
[32, p. 11].
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The NIS1 Directive did not cover all the sectors that provide key ser-
vices to the economy and society, was deemed to have granted too 
wide discretionary powers to Member States to mandate the kinds 
of cybersecurity and incident reporting requirements for OES, and 
was not perceived to include effective supervision and enforcement 
[18, p. 225]. NIS1 “transposition proved to be quite divergent across 
Member States. This has resulted in an uneven playing field, and 
insufficient preparedness of those entities in the face of new and 
evolving cybersecurity challenges” [19, p. 3]. For all of these reasons, 
it was necessary to adopt a new and updated directive.

The NIS2 Directive was adopted to eliminate weaknesses observed 
during the evaluation study:

“the existing capabilities are not sufficient to ensure a high 
level of security of network and information systems within 
the Union. Member States have very different levels of pre-
paredness, which has led to fragmented approaches across 
the Union. This results in an unequal level of protection of 
consumers and businesses, and undermines the overall 
level of security of network and information systems within 
the Union. Lack of common requirements on operators 
of essential services and digital service providers in turn 
makes it impossible to set up a global and effective mecha-
nism for cooperation at Union level” [22, recital 5].

NIS1 and NIS2 directives

“[lay] down measures ‘to achieve a high common level of 
cybersecurity across the Union, with a view to improving 
the functioning of the internal market’. The main difference 
is that the NIS1 framework focused on the ‘security of net-
work and information systems’, whereas the NIS2 Directive 
focuses on the broader notion of ‘cybersecurity’ as defined 
in the Cybersecurity Act. This means that the goal is not just 
to protect network and information systems, but also ‘the 
users of such systems, and other persons affected by cyber 
threats’. Given the risks cyberattacks pose to users of ICT 
systems, this is a welcome scope expansion” [19, p. 5].

The main differences between the NIS1 Directive and NIS2 Directive 
include:

•	 Scope: Although it primarily excludes small and micro-enter-
prises, NIS2 encompasses a considerably larger scope than NIS1, 
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incorporating many new categories of entities – particularly 
government bodies – and places greater emphasis on digital 
infrastructure and ICT services. Additionally, NIS2 considerably 
reduces the discretion of Member States, which should lead 
to a much more uniform application of its scope across the 
European Union [19, p. 5; 22, article 1 and 7].

•	 Member State obligations: NIS2 more explicitly elaborates 
the requirements for Member States’ national cybersecurity 
strategies, thus aiming to achieve a more common level of 
quality [19, p. 5; 22, article 7].

•	 Incident management and response: NIS2 adds a more 
efficient obligation for ensuring national large-scale incident 
management and response [19, p. 5; 22, article 14 – 17; 16; 17].

•	 Reporting obligation: The reporting obligation has been tight-
ened, given that under NIS1 only very little effective reporting 
occurred [19, p. 5; 22, article 14 and 16; 16; 17].

•	 International coordination: NIS2 focuses more on enforc-
ing effective coordination between Member States, some-
thing that did not happen often under the NIS1 framework 
[19, p. 5; 22, article 11].

•	 Information sharing: Information sharing is more strongly 
encouraged [19, p. 5; 22, article 11].

•	 Supervision and enforcement: Supervision and enforcement 
have been tightened [19, p. 5; 22, article 17].

The NIS2 Directive is a significant piece of legislation that aims to 
improve the cybersecurity of the European Union. This Act aims 
to remove wide divergences among Member States (cybersecurity 
requirements imposed on entities providing services or carrying out 
activities differed significantly in economic terms among Member 
States with respect to the type of requirement, their level of detail 
and the method of supervision; requirements imposed by one 
Member State differed from, or were even in conflict with, those 
imposed by another Member State; potentially inadequate design or 
implementation of cybersecurity requirements in one Member State 
could have repercussions for the cybersecurity of other Member 
States, etc.), in particular by setting out minimum rules regarding 
the functioning of a coordinated regulatory framework, laying 
down mechanisms for effective cooperation among the responsible 
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authorities in each Member State, updating the list of sectors and 
activities subject to cybersecurity obligations and providing effective 
remedies and enforcement measures which are key to the effective 
enforcement of those obligations. The Directive contains stricter 
provisions on the obligations of Member States, essential and impor-
tant entities, and EU institutions, and emphasises the need for more 
efficient cooperation. It also sets out the baseline for cybersecurity 
risk-management measures, and reporting obligations across the 
sectors that fall within its scope.

4.	 Discussion
The CER Directive provides a framework for physical and 

cyber resilience and protection of providers of critical services. The 
objective of the CER Directive is to remove flaws and strengthen the 
resilience of critical entities. Critical entities are those that provide 
basic services which are essential for maintaining important social 
functions, economic activities, public health and safety, and the en-
vironment. The NIS2 Directive extends the scope of implementation 
to new sectors and stakeholders, strengthens supervision through 
sanctions and brings about better and more efficient cooperation be-
tween Member States. Instead of operators of essential services and 
digital service providers (from the NIS1 Directive), the NIS2 Directive 
introduces the categories of essential and important entities. Both 
directives boost the upgraded foundations of physical and digital se-
curity, ensuring a resilient economy and society within each Member 
State and the European Union as a whole.

Both directives contain many mutual references, describe how 
Member States should apply them in coordination and cooperation 
(between the bodies responsible for their implementation) and 
explain how to avoid an administrative burden beyond that which 
is necessary to achieve the objectives of both directives. Among 
others, they envisage interlinkages between cybersecurity and 
physical security, a coherent approach between these two directives. 
It is especially important to single out the provision stipulating that 
entities identified as critical entities under the CER Directive should 
be considered to be essential entities under the NIS2 Directive 
[22, article 2, point 3]. Furthermore, it states that each Member State 
should ensure that its national cybersecurity strategy provides for 
a policy framework for enhanced coordination between competent 
authorities within that Member State under both directives in the 
context of information sharing about risks, cyber threats, and inci-
dents, as well as concerning non-cyber risks, threats and incidents, 
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and the exercise of supervisory tasks [22, article 7; 23, article 4]. The 
competent authorities under both directives should cooperate and 
exchange information in relation to cybersecurity risks, cyber threats 
and cyber incidents, and non-cyber risks, threats and incidents af-
fecting critical entities, as well as in relation to relevant measures 
taken by competent authorities [22, article 8; 23, article 9]. All of 
this strongly implies joint implementation of provisions from both 
directives and development of common characteristics in strength-
ening resilience and protection, but also brings common risks that 
can manifest in multiple normative areas.

The development of cyberspace and information and communication 
technologies is extremely fast and difficult to regulate, particularly 
when it needs to be implemented at an EU level and aligned with 
the vision of EU institutions, the possibilities of Member States, the 
needs of various markets and economies, and the expectations of 
manufacturers of different information and communication technol-
ogies. These issues give rise to questions related to the transposition 
and implementation of the above-mentioned documents. That is why 
it is necessary to continuously study this topic, analyse the current 
situation and focus on elements that need better or more compre-
hensive regulation. This is especially important because many actors 
within and outside the Union (such as the countries that are currently 
engaged in pre-accession negotiations on full EU membership) have 
a very different understanding of how best to apply the provisions 
of the directives, including whether it is even possible to implement 
a significant part of both directives’ provisions.3

The NIS2 Directive has some potential weaknesses that could limit its 
effectiveness. First, the language of the Directive is quite complex 
and contains a lot of technical detail. This could make it difficult 
primarily for state institutions, but also for other stakeholders to 
understand and implement all the necessary requirements in 
a timely fashion. For example, the Directive entered into force on 16 
January 2023, and Member States were given a 21-month deadline 
for its transposition, until 17 October 2024, by which time they should 
adopt and publish measures necessary for harmonisation with the 
Directive. Transposition entails the transfer of rights and obliga-
tions from the Directive into national legislation, which involves the 
adoption of mandatory provisions of national law, or revocation 
or amendment of existing regulations. The role of the European 
Commission is decisive in the elaboration of a certain number of 
measures. Thus, for example, with regard to sector-specific EU legal 
acts which require essential or important entities to adopt cyber-
security risk-management measures or notify significant incidents, 

3 	  The author of 
this text has been the 
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critical infrastructure 
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and where those requirements are at least equivalent in effect to 
the obligations laid down in this Directive, the Commission shall 
provide guidelines clarifying the application of those measures and 
requirements by 17 July 2023 [22, article 4]. However, as this research 
was concluding (at the end of December 2023), this document is still 
not publicly available (published).

The next example refers to a rather flexible approach to the adoption 
of a certain number of implementing acts, based on the provision 
that “the Commission may” adopt them. These are: a) implementing 
acts laying down procedural arrangements necessary for the func-
tioning of the Cooperation Group [22, article 14]; b) implementing 
acts laying down the technical and methodological requirements, 
as well as sectoral requirements, as necessary, of the measures to 
manage the risks posed to the security of network and information 
systems which those entities use for their operations or for the 
provision of their services, and to prevent or minimise the impact 
of incidents on recipients of their services and on other services 
[22, article 21]; c) implementing acts further specifying the type 
of information, format and procedure of a notification, which will 
ensure that essential and important entities notify about any inci-
dent that has a significant impact on the provision of their services 
[22, article 23]; d) a European cybersecurity certification scheme 
regarding the use of certain certified ICT products, ICT services and 
ICT processes [22, article 24].

Additionally, the next example also involves implementing acts to be 
adopted by the Commission. These are: a) implementing acts laying 
down the technical and methodological requirements of cybersecu-
rity risk-management measures with regard to DNS service providers, 
TLD name registries, cloud computing service providers, data centre 
service providers, content delivery network providers, managed 
service providers, managed security service providers, providers of 
online market places, online search engines and social networking 
services platforms, and trust service providers [22, article 21]; b) 
implementing acts regarding reporting obligations (specifying the 
cases in which an incident shall be considered to be significant) of 
DNS service providers, TLD name registries, cloud computing service 
providers, data centre service providers, content delivery network 
providers, managed service providers, managed security service 
providers, as well as providers of online marketplaces, online search 
engines and social networking service platforms [22, article 23]. 
The Commission is required to adopt these acts by 17 October 
2024, which is the also deadline for Member States to adopt and 
publish national measures for harmonisation with the Directive. 

242

Robert Mikac



www.acigjournal.com    ACIG, VOL. 2, NO. 1, 2023    DOI: 10.60097/ACIG/162868

The coincidence of these two deadlines should have been avoided, 
because some countries will wait for the Commission’s implementing 
acts and will not respect the set deadline.

Moreover, it should be noted that the authors of the NIS2 Directive 
avoided defining the term “crisis” and/or “cyber crisis” and did not 
lay down the escalation procedure in the event of a cyber crisis. The 
Member States are responsible for and committed to cooperation 
within their national framework, and at the EU level via the CSIRTs 
network, the Cooperation Group, and the European cyber crisis 
liaison organisation network (EU-CyCLONe), whereby the Commission 
has its representative in the Cooperation Group, and an observer 
in the CSIRTs network and the EU-CyCLONe [22, article 13 – 17]. This 
arrangement – without a clear explanation of the term “crisis” and/
or “cyber crisis” and failing to lay down the escalation procedure 
in the event of a cyber crisis – represents a serious challenge for 
implementation of the Directive and efficient management of cyber 
crises both at the level of Member States and the EU.

Finally, the NIS2 Directive does not specifically consider the growing 
threat of quantum computing and artificial intelligence. Quantum 
computers could pose a significant challenge to current cybersecu-
rity measures, and the Directive does not provide any guidance on 
how to mitigate this threat. Artificial intelligence is mentioned only 
in the introductory explanations for the adoption of the Directive as 
a potential means for strengthening the capability and protection of 
networks and information systems, without specifying any risks that 
artificial intelligence could create, such as its uncontrolled autonomy.

Unlike the NIS1 Directive and NIS2 Directive, which both focus on 
the protection of network and information systems within cyber-
space, the CER Directive deviated in two ways from Council Directive 
2008/114/EC. First, the scope of application is different – whereas 
Council Directive 2008/114/EC concentrated on the area of security, 
the CER Directive focuses on the internal market. Second, Council 
Directive 2008/114/EC addressed critical infrastructure and the CER 
Directive honed in on critical entities that provide critical services 
requiring critical infrastructure. Since this document was prepared 
simultaneously with the NIS2 Directive, both documents share many 
similarities, which can be positive, but may also lead to some chal-
lenges in implementation.

The CER Directive also introduces numerous improvements. While 
Council Directive 2008/114/EC devoted attention to the procedures 
for determining critical European infrastructure in the energy and 
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transport sectors, where disruptions in operation or destruction 
would have considerable cross-border effects on at least two 
Member States, and focused exclusively on the protection of such in-
frastructure, the CER Directive emphasises improved risk assessment, 
definition and coherence of the roles and duties of critical entities 
as providers of services which are crucial for the functioning of the 
internal market of the Union in 11 sectors. Critical entities, with the 
help of the state, should strengthen their capacity to prevent, protect 
against, respond to, remain resilient to, mitigate, absorb and recover 
from incidents that can disrupt the provision of critical services. It 
should be noted that the number of sectors and subsectors in the 
CER Directive is significantly higher compared to Council Directive 
2008/114/EC (such an approach is also used in the NIS2 Directive 
compared to the NIS1 Directive), where categories of entities are 
defined too broadly, which will lead to great challenges and even 
problems for Member States in the identification and designation of 
critical entities.

The CER Directive uses the phrase “the Commission may” much 
less often when laying down the obligations of the Commission for 
the adoption of implementing acts. It is used only twice, for issues 
that do not affect transposition and implementation into national 
legislation (in the first case, the possibility of inviting experts from 
the European Parliament to attend meetings of the Critical Entities 
Resilience Group [23, article 19], and in the second, to adopt im-
plementing acts laying down procedural arrangements necessary 
for the functioning of the Critical Entities Resilience Group [23]). 
However, as in the case of the NIS2 Directive, the CER Directive en-
tered into force on 16 January 2023, and the Member States were 
given a 21-month deadline for transposition, until 17 October 2024, 
by which time they must adopt and publish measures necessary 
for harmonisation with the Directive. The Commission is required 
to adopt several implementing acts that will enable efficient trans-
position and implementation into national legislation. The problem 
is that the final deadline for adoption has only been set for one of 
them (Risk assessment by Member States), namely, five years after 
16 January 2023, whereas several provisions envisage flexibility re-
garding voluntary adoption and do not set a deadline. These are: a) 
in cooperation with Member States, to prepare a voluntary common 
reporting template for reporting on risk assessment of a Member 
State [23, article 5]; b) in cooperation with Member States, to de-
velop recommendations and non-binding guidelines for support to 
Member States in identifying critical entities [23, article 6]; c) upon 
consultation with the Critical Entities Resilience Group, to adopt 
non-binding guidelines to facilitate the application of criteria for 
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determining the significance of negative impact [23, article 7]; d) 
in cooperation with the Critical Entities Resilience Group, to prepare 
a joint template for reporting on cross-border cooperation between 
states; e) upon consultation with the Critical Entities Resilience Group, 
to adopt non-binding guidelines which further define the technical, 
security and organisational measures that can be taken as measures 
for the resilience of critical entities [23, article 13].

Furthermore, as with the NIS2 Directive, the challenges include no 
mention of “crisis” and lack a detailed elaboration of crisis manage-
ment escalation procedures. This has been left completely in the 
hands of Member States, which should develop resilience measures 
for critical entities to ensure the implementation of risk and crisis 
management procedures, and protocols and alert routines, but 
are required to inform the Commission in the event of an incident 
that has or might have a significant impact on the continuity of the 
provision of critical services for six or more Member States.

The last challenge refers to the lack of procedural measures related to 
critical entities built and/or largely managed by EU institutions, whose 
critical services are used by all Member States. These are critical en-
tities of considerable strategic importance and include: Eurocontrol, 
a pan-European, civil-military organisation dedicated to supporting 
European aviation; the Galileo global navigation satellite system; and 
MeteoAlarm, a European alerting system for extreme weather, etc.

5.	 Conclusion
With the new package of legislative acts adopted at the 

end of 2022 and the beginning of 2023, EU institutions attempted 
to standardise existing practices and challenges in cyberspace, 
cybersecurity and physical security of network and information 
systems and critical entities on which business operations in numer-
ous markets depend, as well as the security of states, organisations 
and individuals. The specific focus of this paper includes two new 
legislative acts (the NIS2 Directive and the CER Directive), which 
represent a significant normative improvement and will surely 
contribute to more efficient measures to strengthen resilience and 
protection, better cooperation and communication between nu-
merous stakeholders, and less exposure and damage as a result of 
incidents and irregularities in the functioning of various parts of the 
system. However, as no perfect regulation exists, the NIS2 Directive 
and CER Directive have certain weaknesses. This paper addressed 
the research question posed and demonstrated that these two new 
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legislative acts have certain flaws that will create challenges for 
transposition and implementation. Some can be resolved quickly by 
preparing implementing acts, while the issue of crisis management 
is more time-consuming and potentially involves a revision of the 
two documents, or preparation of a supporting document to fill in 
the existing gaps. In this regard, this research represents a small 
contribution to the discussion on the protection of the EU’s criti-
cal infrastructures.

A lot of effort has been invested in the preparation and adoption of 
both directives, which should be applauded, and they will greatly 
improve the resilience and protection of network and information 
systems and critical entities throughout the EU, both individually and 
collectively with other acts. However, some fear that both directives, 
particularly the NIS2 Directive, will cause considerable problems in 
implementation, especially in countries with weak cybersecurity 
enforcement regimes.

These challenges will likely be exacerbated by the fact that neither 
directive provides clear guidance on how to implement all of its 
requirements. Too much flexibility in the adoption of implementing 
acts by the Commission, which are essential to the transposition and 
implementation of both directives into national legislations, should 
have been avoided at all costs. Additional effort was needed to devel-
op said acts and give Member States all the necessary tools for their 
transposition and implementation. One possibility would have been 
providing detailed examples and case studies for implementation of 
all the provisions in the directives.

Both directives list too many sectors, subsectors and categories on 
the basis of which it is possible to identify and designate essential 
and important entities (according to the NIS2 Directive), and critical 
entities (according to the CER Directive). This feels like a too broad 
approach, where too much room has been left for different inter-
pretations. It is highly probable that too many operators of various 
facilities, networks and/or systems will be declared essential and 
important entities, and critical entities, which will lead to challenges in 
implementation compared to the NIS1 Directive and Council Directive 
2008/114/EC. I will provide two examples, one from Europe and the 
other from the US, which illustrate the problem of identification and 
designation of critical physical infrastructures (or according to the new 
conceptualisation – critical entities providing critical services via critical 
infrastructure). The first example involves the number of identified 
and designated national critical infrastructures. The available data are 
very interesting. Here are some of the countries that submitted their 
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data on critical infrastructures for the purposes of evaluating Council 
Directive 2008/114/EC: Austria, approx. 400; Czech Republic, approx. 
1,900; Estonia, 14; France, 1,438; Hungary, 270; Germany, approx. 1,700; 
Poland, approx. 550; Portugal, 162; Slovenia, 63 [33]. The research 
was conducted in 2018 and 2019 and the study was published by the 
Commission in 2020. Although each country has a certain number of 
sectors in which it is possible to identity and designate critical infra-
structures, the final numbers clearly illustrate a very different under-
standing of what is critical within each country. The second example 
involves the number of sectors in which critical infrastructures have 
been identified and designated in the US, a global leader in regulation 
of this area. Though the process initially identified a smaller number of 
sectors, they increased over time to include several thousand facilities, 
networks and systems designated as critical infrastructures within 16 
sectors. Pragmatic Americans realised this was too much and decided 
to retain all 16 sectors, selecting four that were deemed “more impor-
tant” than the others and calling them “sectors with lifeline functions”: 
communications, energy, transport and water [34, p. 175]. These two 
examples show the challenges that arise when it is possible to identify 
and designate too many elements in too many sectors as critical infra-
structure, which consequently leads to problems in implementation, 
cooperation, coordination and management.

The biggest oversight was the failure to elaborate the issue of crisis 
and crisis management in both directives. This was left to the Member 
States and the Union will secure a platform for their cooperation, 
which is not a satisfactory solution. This is risky for three reasons. 
First, we all know that the Union is extremely dependent on external 
energy sources supplied from remote locations, where the majority 
of transport oil and gas pipelines and shipping routes pass through 
areas of insecurity and conflict. Second, the initial reaction to the 
COVID-19 pandemic and the ensuing crisis demonstrated a belated 
response and the unpreparedness of EU institutions to deal with crisis 
management. Instead of the European Union managing the crisis on 
European soil, it was reduced to offering support to Member States. 
Third, the war in Ukraine has revealed significant discrepancies in 
points of view and common policies between the EU and Member 
States, not to mention between the Member States themselves. That 
is why it is important for the Union to exert stronger leadership in 
crisis management. The current situation, in which the Union hopes 
that its Member States will solve crises of a supranational character, 
with a representative of the Commission as an observer, is not a good 
solution and a dangerous one because Member States are not capable 
of this. Instead, the EU should become an active “crisis manager” by 
addressing all these key issues. There are many obstacles to achieving 
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this, but with these new legislative acts, an opportunity was lost to 
adopt a stronger position at the centre of events and resolve potential 
crisis situations. In addition, the parts of the directives linked to crisis 
management refer to the exchange of information from operators to 
competent state institutions and then to the European Commission, 
with no mention of what the reverse process would look like.
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Abstract
The Artificial Intelligence Act (AI Act) may be a milestone in 

the regulation of artificial intelligence by the European Union. The 
regulatory framework proposed by the European Commission has 
the potential to serve as a global benchmark and strengthen the po-
sition of the EU as one of the main players on the technology market. 
One of the components of the draft regulation are the provisions on 
deep fakes, which include a relevant definition, risk category clas-
sification and transparency obligations. Deep fakes rightly arouse 
controversy and are a complex phenomenon. When leveraged for 
negative purposes, they significantly increase the risk of political 
manipulation, and at the same time contribute to disinformation, 
undermining trust in information and the media. The AI Act may 
strengthen the protection of citizens against some of the negative 
consequences of misusing deep fakes, although the impact of the 
regulatory framework in its current form will be limited due to the 
specificity of their creation and dissemination. The effectiveness of 
the provisions will depend not only on enforcement capabilities, but 
also on the precision of phrasing provisions to prevent misinterpre-
tation and deliberate abuse of exceptions. At the same time, the AI 
Act will not cover a significant portion of deep fakes, which, due to 
the malicious intentions of their creators, will not be subject to the 
transparency obligations. This study analyses provisions related to 
deep fakes in the AI Act and proposes improvements that will take 
into account the specificity of this phenomenon to a greater extent.

Keywords
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1.	 Introduction

T  he proposal for Regulation of the European Parliament 
and the Council laying down harmonised rules 

on Artificial Intelligence (A I Act)1, introduced by the European 
Commission in April 2021, is intended to be one of the key elements 
in positioning the European Union to regulate the dynamic develop-
ment of artificial intelligence (AI). Creating a legal framework for AI 
will not only allow the EU to face numerous legal, political, economic 
and social challenges, but will also put it in a privileged position in 
the global competition to set regulatory standards [1, 2], and per-
haps even to ‘serve as a benchmark for other countries’ [3]. The AI 
Act addresses the risks associated with certain uses of technology 
and aims to achieve ‘the development of an ecosystem of trust by 
proposing a legal framework for trustworthy AI ’ [4]. Creating ‘an 
ecosystem of trust’ is an ambitious task, which requires internal 
consistency and a great sense in using legal terms, so they are not 
contested or interpreted in a way that is incongruent with the spirit 
of the regulation. 

Deep fakes, which first began to appear in 2017, are a relatively 
well-described phenomenon and have been the subject of numerous 
analyses that, among others, extensively described the various ways 
they are used to inflict harm [5–8]. The potential risks of the misuse 
of deep fakes include the spread of fake news and disinformation, 
election manipulation, creation of non-consensual pornographic 
content, defamation, discredit and ridicule of individuals, including 
political opponents, undermining trust in traditional media messag-
es, distortion of reality, impairment of political engagement within 
society, undermining of the epistemic quality of debate and thus 
democratic discourse, threats to the stability of economic systems, 
spread of hate speech and strengthening gender inequalities, as well 
as psychological harm to individuals or vulnerable groups [9–11].

This non-exhaustive enumeration does not fully reflect the speci-
ficity of the phenomenon. One should not forget that deep fakes 
find many positive applications in the media, education, leisure and 
healthcare [12]. Therefore, they should not be demonised wholesale 
and every legal solution should take into account the diversity of 
uses and consequences related to the creation and dissemination of 
deep fakes in their various forms [13].

To date, deep fakes have somehow eluded basic legislation and rules 
governing their use have mostly been taken from provisions of civil, 
tort, criminal or copyright law [14]. The first attempts to regulate 
deep fakes in more specific legal acts should be observed with 

1 	  As of the 
date this paper was 
written (August 2023), 
the AI Act was still 
being negotiated.
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interest, especially in terms of their implementation and impact on 
social and political processes. The EU can play a constructive role in 
this process, not only by referring to deep fakes in the AI Act, but also 
by using that leverage to introduce stricter countermeasures. The 
development of technology and frequently reported misuses require 
deep fakes to be directly regulated and, if necessary, forbidden if 
they directly violate the rights of third parties [16]. However, one 
should be realistic – even outright bans would not be completely 
effective since most deep fakes are meant to deceive recipients 
and circumvent legal, technical and social safeguards [17]. It is also 
necessary to consider how the law can protect the basic values of de-
mocracy from malicious and non-malicious uses of deep fakes, while 
preserving fundamental rights, including freedom of speech [18].

The AI Act refers to deep fakes explicitly, introducing a definition of 
the term, basic transparency and disclosure rules, and assigns deep 
fakes to the ‘specific’ or ‘limited risk’ quasi-category of AI systems 
[19, 20]. Some of the proposals introduced in 2021 by the Commission 
were rightly criticised by experts, who pointed to an insufficient legal 
regime, or underestimation of the seriousness of threats stemming 
from the creation and dissemination of deep fakes [21–23].

The amendments proposed by the European Parliament in June 
2023 [24] have the potential to eliminate some of the deficits in the 
Commission’s original proposal and can be generally deemed as 
a step in the right direction. At the same time, there are still short-
comings that should be addressed as part of further negotiations in 
order to create a coherent, although quite general in nature, legal 
framework for regulating deep fakes. However, it seems crucial to 
verify whether the proposed solutions will create an effective frame-
work for combating deep fakes, which, in light of previous cases, 
seems doubtful and may force the EU to quickly examine and adjust 
its approach to their regulation.

The EU must ensure internal consistency, so that the definitions and 
solutions proposed in various documents are complementary and 
do not lead to misinterpretation or discrepancies. At the same time, 
deep fakes, due to their complexity and the cascading effects of their 
misuse [25], are a phenomenon that must be taken into account in 
more specific acts, which paves the way to further discussion on 
enforcement, liability and penalisation [26].

This study primarily serves to highlight the issue of deep fakes in light 
of the AI Act and is part of the current debate [9, 27–30] on the risks 
associated with the dissemination of technology that enables the 
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creation of hyper-realistic but fake synthetic media [10], which are 
increasingly difficult to distinguish from real ones [31, 32].

The aim of the study is to assess the current state of the AI Act in 
regard to deep fakes, as well as to draw attention to the shortcom-
ings of the proposal. As already mentioned, deep fakes cannot be 
categorised unequivocally due to their multitude of applications. At 
the same time, it should be emphasised that they play an increas-
ingly important role in entrenching digital disinformation [33, 34] 
and negatively affect many spheres of life [6, 9]. In some cases, 
they might directly threaten democracy, free elections and the in-
formation ecosystem, undermine trust in the media, or lead to the 
victimisation of individuals, especially women [9, 35]. The comments 
made by the author may also serve as a signpost for policymakers 
who, regardless of EU regulations, sooner or later will have to face 
the problem of deep fakes at the level of national legislation.

As the AI Act is still being negotiated, further changes to the sub-
stance of the regulation are possible, which might make it possible 
to eliminate deficits or shortcomings in already implemented meas-
ures.2 Due to possible changes in the regulation, this study might 
become obsolete when the AI Act is adopted, which is a significant 
limitation. Nevertheless, analysis of the draft proposals and criticism 
of selected solutions can provide additional input for discussions on 
creating a regulatory framework in relation to deep fakes, which 
increases the paper’s topicality and applicability.

2.	 Definition scope
A holistic approach to the issue of deep fakes requires, first 

of all, the introduction of a legal definition of this term. The AI Act may 
be a point of reference for further work and legislation in this regard, 
which makes the EU’s approach to the definition of key importance.

The Commission’s proposal [4] referred only to a quasi-definition of 
‘deep fake’. Although the most relevant Article 3 contained definitions 
of terms used by the AI Act, deep fakes were not included in the 
list. The description of a deep fake was inserted into Article 52(3), 
which was supposed to set out transparency obligations for certain 
AI systems: 

Users of an AI system that generates or manipulates image, 
audio or video content that appreciably resembles existing 
persons, objects, places or other entities or events and would 

2 	  The analysis 
was based on the 
proposals from April 
2021 (the European 
Commission’s proposal) 
and June 2023 (European 
Parliament amendments).
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falsely appear to a person to be authentic or truthful (‘deep 
fake’), shall disclose that the content has been artificially gen-
erated or manipulated.

Article 52(3) was later amended by the European Parliament to 
expand the range of the quasi-definition and introduce stricter 
transparency obligations: 

Users of an AI system that generates or manipulates text, audio 
or visual content that would falsely appear to be authentic or 
truthful and which features depictions of people appearing to 
say or do things they did not say or do, without their consent 
(‘deep fake’), shall disclose in an appropriate, timely, clear and 
visible manner that the content has been artificially generated 
or manipulated, as well as, whenever possible, the name of the 
natural or legal person that generated or manipulated it. 

The scope of this provision will be discussed at a later stage because 
the key change in the European Parliament’s amendments in regard 
to defining deep fakes is the addition of a new point 44d in Article 
3(1), which introduces the legal definition of the term and should be 
treated as a point of reference: 

‘deep fake’ means manipulated or synthetic audio, image or vid-
eo content that would falsely appear to be authentic or truthful, 
and which features depictions of persons appearing to say or 
do things they did not say or do, produced using AI techniques, 
including machine learning and deep learning.

The addition of point 44d in Article 3(1) allows us to extract the four 
most important aspects of the definition of deep fakes:

1.	 technical, relating to the method of creation (manipulated or 
synthetic content, produced using AI techniques, including 
machine learning and deep learning);

2.	 typological, relating to the form of media that was used (audio, 
image or video content);

3.	 subjective, referring to the subject/object of depiction (features 
persons);

4.	 effectual, relating to the manner and effect of depiction (falsely 
appears to be authentic or truthful; appearing to say or do things 
they did not say or do).
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Only meeting all aspect criteria together constitutes a deep fake. The 
survey conducted by A. Fernandez [21] to establish the elements of 
commonly used definitions of deep fakes resulted in the recognition 
of two mandatory features agreed on by scholars: 1) intervention 
by AI (which overlaps with the technical aspect); 2) the potential to 
deceive (which overlaps with the effectual aspect). Referring to A. de 
Ruiter [27], Fernandez considered the deceptive effect as a ‘by-prod-
uct of the creator’s intent’. This approach seems only partially correct, 
as the very nature of a deep fake is based on the presentation of 
a false or distorted reflection of reality and thus implies intent to 
deceive recipients.

In general the decision to introduce a legal definition of ‘deep fake’ 
within the AI Act should be assessed positively. The Parliament’s 
deletion of the wording ‘to a person’ is an unequivocally positive 
development in comparison to the Commission’s phrasing of Article 
52(3), because it expands the range of entities that can be targeted 
by audio or visual forgery, specifies the technical aspects, and makes 
explicit mention of machine learning and deep learning technologies. 
One could rightly argue that confirming whether content constituted 
a deep fake would require proving that an AI system was used to 
generate it. The degree of technological advancement with respect 
to tools used to create deep fakes is so high that unambiguous evi-
dence that AI was used to generate content may be difficult or even 
impossible to obtain [21]. However, the definition does not seem 
to offer a reasonable alternative for the technical aspect and only 
the practical functioning of the provisions will reveal whether the 
classification of materials as deep fakes is rendered impossible by an 
inability to prove the use of AI.

To this extent, the definition in point 44d of Article 3(1) extends the 
scope of the quasi-definition included in the original Article 52(3) 
proposed by the Commission.

Intervention in the subjective aspect, which narrows the scope of 
subjects/objects depicted [24] with the wording which features de-
pictions of persons appearing to say or do things they did not say or 
do is a negative development. Reference to objects, places or other 
entities or events that appeared in the original Commission proposal 
have been erroneously deleted, which limits the possibility of classi-
fying content as a deep fake.

Meanwhile, there are deep fakes that do not depict people, but 
have proven to be effective tools in significantly influencing reality. 
In May 2023, an image deep fake depicting an explosion near the 
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Pentagon was disseminated via social media, leading to short-term 
losses on the New York Stock Exchange. According to Bloomberg, it 
was ‘possibly the first instance of an AI-generated image moving the 
market’ [36]. It is also possible to imagine images of natural disasters, 
military equipment, war damage, or desecration of religious symbols 
that do not include people [37]. Each one could serve as an inflamma-
tory spark, leading to social unrest, or mobilisation of specific groups, 
and contribute to disinformation [38]. Some researchers are already 
warning of ‘deep fake geography’, which refers to falsification of 
cartographical data, including satellite images [39, 40]; some states 
have allegedly already used such images for the purpose of sophis-
ticated disinformation [41].

Although some scenarios are for now only the subject of speculation, 
they are already being discussed by researchers, who are trying to 
raise awareness among policymakers. For this reason, extending the 
subjective scope of the definition of ‘deep fake’ and using the earlier 
proposal of the Commission seems advisable. Interestingly, the 
European Parliament’s Committee on Industry, Research and Energy, 
in its opinion of June 2022 [42], proposed a deep fake definition that 
referred to material that gives an authentic impression, in which events 
appear to be taking place, which never happened, completely omitting 
any remarks concerning ‘persons’.

In Recital 70 of the initial draft of the AI Act [4], which has not been 
amended by the European Parliament, the Commission referred

to certain AI systems intended to interact with natural per-
sons or to generate content [that] may pose specific risks of 
impersonation or deception irrespective of whether they qualify 
as high-risk or not. And later: users, who use an AI system to 
generate or manipulate image, audio or video content that 
appreciably resembles existing persons, places or events 
and would falsely appear to a person to be authentic, should 
disclose that the content has been artificially created or manip-
ulated by labelling the artificial intelligence output accordingly 
and disclosing its artificial origin.

Though deep fakes were not explicitly mentioned in Recital 70, they 
definitely match the description, which again features an extended 
subjective scope.

Unfortunately, there are significant differences between Recital 70, 
Article 3(1) point 44d and Article 52(3). These discrepancies need to 
be clarified in future.
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Article 52(3) [24] leads to even more confusion as to whether the ty-
pological aspect was extended by the European Parliament to include 
text forms. Although deep fakes have no agreed-upon technical or 
typological definition [43], some concepts are circulating among 
scholars. While in the majority of the analysed studies, including 
reports from the European Union Agency for Cybersecurity (ENISA), 
EUROPOL, NATO, and an AI glossary by Brookings, the definitions are 
narrowed down and explicitly mention audio, image or video content 
[34, 44–47], some researchers also mention deep fakes in text form 
[28, 48–50], or are even concentrating on developing deep fake text 
detection methods [51].

At this stage, the AI Act does not completely resolve the problem of 
qualifying textual deep fakes. The European Parliament decided not 
to include text form of deep fakes within the scope of the definition 
included in Article 3(1). On the other hand, the amended Article 52(3), 
referring to transparency obligations, creates ambiguity, as the 
Commission’s proposal was supplemented with the term ‘text’. In the 
further part of the provision it was indicated that this might also refer 
to deep fakes. The literal understanding of the provision suggests 
that the scope of definition contained in Article 3(1) has been extend-
ed with respect to the typological aspect. Undoubtedly, appropriate 
disclosure rules should also apply to AI-generated or AI-manipulated 
texts, but they do not necessarily have to be qualified as deep fakes. 
This ambiguity needs to be clarified in future.

It is worth mentioning that the issue of extending the definition to 
include text deep fakes was raised by the European Parliament’s 
Committee on Culture and Education [52], whose proposal for 
amendments of June 2022 referred to a deep fake as: manipulated or 
synthetic audio, visual or audiovisual content, text or scripts which fea-
ture persons purported to be authentic and truthful. A similar position 
(advocating for inclusion of deep fakes in text form) was taken by 
Mesarčík et al. [22] in a critical analysis of the AI Act proposal, though 
this study did not contain a proper rationale for such an inclusion.

In the author’s opinion, the EU needs to either clearly include text deep 
fakes in the definition in Article 3(1), or clearly distinguish the text form 
from deep fakes, focusing only on audio and visual content in Article 
52(3), and possibly create an additional provision for AI-generated and 
AI-manipulated texts. The latter seems to be the solution that would 
better match the analyses carried out by the majority of researchers.

Another problem in defining deep fakes in EU legal acts is the consist-
ency of the proposed solutions. Deep fakes rarely receive an explicit 
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legal definition; more often regulations can be derived from specific 
formulations relating to phenomena that are similar or identical 
to deep fakes. The AI Act can serve as a benchmark for other legal 
acts, which in turn requires the consistent use of one term and one 
qualification. If the AI Act introduces the legal definition of deep 
fakes, other definitions or quasi-definitions/descriptions must cover 
the same scope.

One could identify an example of another definition proposed by the 
EU within the Proposal for a Directive of the European Parliament and 
of the Council on combating violence against women and domestic 
violence that refers to the production and dissemination of non-con-
sensual deep porn3 [54]. According to some estimations, deep fakes 
of a pornographic nature might constitute more than 90% of all deep 
fakes circulating on the internet, which clearly shows the scale of the 
problem [53] and explains the rationale behind including deep fakes 
into this particular directive in Recital 19:

The offence should also include the non-consensual production 
or manipulation, for instance by image editing, of material 
that makes it appear as though another person is engaged in 
sexual activities, insofar as the material is subsequently made 
accessible to a multitude of end-users, through information 
and communication technologies, without the consent of that 
person. Such production or manipulation should include the 
fabrication of ‘deepfakes’, where the material appreciably 
resembles an existing person, objects, places or other entities 
or events, depicting sexual activities of another person, and 
would falsely appear to others to be authentic or truthful.

Regardless of the fact that the creation of deep porn materials 
should become a criminal offence and the limitation be of a con-
textual nature, inconsistency in the use of terms draws attention. 
Spelling discrepancies (‘deepfakes’ and ‘deep fakes’4) are not as 
significant as the varying scope of definitions. It might be surpris-
ing that, only in this case, when the depiction of existing persons 
seems to be of importance due to the nature of deep porn [35], 
other elements being a part of the subjective aspect are also explic-
itly mentioned.

Regulation (EU) 2022/2065 of the European Parliament and of the 
Council of 19 October 2022 on a Single Market For Digital Services 
and amending Directive 2000/31/EC (DSA) [56] does not offer any legal 
definition of deep fakes but it apparently refers to that phenomenon 
in Article 35(1). While discussing ‘mitigation of risks’, DSA points to 

3 	  Altered material of 
a sexual or pornographic 
nature, depicting people 
whose faces were 
superimposed on visual or 
audiovisual content [53].

4 	  With regard to 
spelling, one can also 
note the notation used by 
experts from the Panel for 
the Future of Science and 
Technology (STOA), who 
consistently used the term 
‘deep-fakes’ in the report 
on the draft AI Act [55].
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the obligations of providers of very large online platforms and very 
large online search engines, who should put in place reasonable, 
proportionate and effective mitigation measures. Such measures 
may include, where applicable:

k) ensuring that an item of information, whether it constitutes 
a generated or manipulated image, audio or video that 
appreciably resembles existing persons, objects, places or 
other entities or events and falsely appears to a person to be 
authentic or truthful, is distinguishable through prominent 
markings when presented on their online interfaces, and, in 
addition, providing an easy to use functionality which enables 
recipients of the service to indicate such information.

In that case, attention should be drawn primarily to the extended 
subjective aspect, as the definition covers persons, objects, places or 
other entities or events. The issue of complementarity and potential 
strengthening of DSA provisions by the AI Act will be discussed later 
in the study.

A potential legal act that might in future also include a reference to 
deep fakes, due to their possible malicious applications in shaping 
political reality, influencing elections and causing risk of reputa-
tional harm to individuals [6], is the Proposal for a Regulation of the 
European Parliament and of the Council on the transparency and 
targeting of political advertising [57]. At the moment, this regulation 
does not directly refer to deep fakes. The table below summarises 
different definitions or references to deep fakes in EU legal acts.

Table 1. Different definitions and descriptions of deep fakes in the EU legal acts.

The AI Act proposal – 
European Commission, 
Article 52(3) 
(April 2021)

an AI system that generates or manipulates 
image, audio or video content that appreciably 
resembles existing persons, objects, places 
or other entities or events and would falsely 
appear to a person to be authentic or truthful 
(‘deep fake’)

The AI Act Proposal – 
European Parliament, 
Article 3(1) point 44d 
(June 2023)

‘deep fake’ means manipulated or synthetic audio, 
image or video content that would falsely appear 
to be authentic or truthful, and which features 
depictions of persons appearing to say or do 
things they did not say or do, produced using AI 
techniques, including machine learning and deep 
learning
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The AI Act Proposal – 
European Parliament, 
Article 52(3) 
(June 2023)

an AI system that generates or manipulates 
text, audio or visual content that would falsely 
appear to be authentic or truthful and which 
features depictions of people appearing to say 
or do things they did not say or do, without their 
consent (‘deep fake’)

Directive on combating 
violence against women 
and domestic violence, 
Recital 19 
(March 2022)

‘deepfakes’, where the material appreciably 
resembles an existing person, objects, places or 
other entities or events, depicting sexual activities 
of another person, and would falsely appear to 
others to be authentic or truthful

Regulation on a Single 
Market For Digital Services 
(DSA), Article 35(1k) 
(October 2022)

an item of information, whether it constitutes 
a generated or manipulated image, audio or 
video that appreciably resembles existing persons, 
objects, places or other entities or events and 
falsely appears to a person to be authentic or 
truthful

3.	 Qualification – specific risk category?
Any classification of deep fakes within a risk category 

should first take into account the possible uses of the technology 
that definitely may vary [12]. Deep fakes should not only be con-
sidered as a dangerous form of audio and visual manipulation, as 
there are many positive applications of the technology. They should 
not be described as something ‘inherently morally wrong’ and the 
technology itself should rather be considered ‘neutral’ [13, 27]. It is 
the use of deep fakes that gives them a certain dimension, and the 
objectives behind their creation or dissemination that put them into 
a specific context. The aforementioned elements of the definition 
do not comprise the aspect of contextuality, which often determines 
their harmfulness, and thus can be a key factor in risk assessment.

Strong emphasis on the negative uses of deep fakes has given them 
a bad reputation. There is a possibility that their excessive demoni-
sation will lead to inappropriate risk assessment, or will undermine 
significant scientific and technological progress achieved with the 
use of deep fakes. Excessive interventionism, even if motivated by 
the protection of higher goods, can significantly limit technological 
development, and thus the competitiveness of the EU. Therefore any 
regulatory framework must be well-balanced. Discussing the positive 
uses of deep fakes is beyond the scope of this study, but it is worth 
noting that the term itself ‘now carries negative connotations, poten-
tially causing hesitancy or scepticism when discussing its legitimate 
research applications’ [58].
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Some authors believe that deep fakes are not a neutral technology, 
and that their history basically began with the creation of por-
nographic content, which clearly shows its original, highly disturbing 
objectives [59]. EUROPOL experts [60] estimate that most deep fakes 
are disseminated with malicious intent. Additionally, an intrinsic 
feature of deep fakes is that they increase confusion by blurring the 
boundaries between the authentic and the inauthentic and make it 
difficult to distinguish what is fact and what is fiction [59], signif-
icantly enhancing the potential for digital disinformation [25, 33]. 
Therefore, while assessing the potential applications of deep fakes, 
one should take into account the general negative consequences 
they cause within the information space, including undermining trust 
in information or the media [33, 61, 62].

The AI Act introduces a gradation of three basic risk categories: (i) un-
acceptable risk, (ii) high risk, and (iii) low or minimal risk. A detailed 
discussion on the legitimacy of such a division goes beyond the scope 
of this study, but the general idea of risk regulations is to prevent risk 
by reducing the probability of its occurrence [63]. It should be noted 
that in some respects the categorisation proposed in the AI Act is 
‘illusory and arbitrary’ and does not apply to the entire ‘AI lifecycle’, 
which excludes or does not entirely cover the harmful forms of use of 
some systems [64]. The very general references (amended Recital 4 
of the AI Act [24]) to the societal harm that some systems pose do not 
help to achieve clarity and certainty of the categorisation [65]. The AI 
Act does not provide a clear rationale for classifying deep fakes into 
any of the categories.

Pursuant to the AI Act, deep fakes were not qualified within the first 
two categories, so they should be automatically considered a low 
or minimal risk AI system. However, Title IV of the AI Act takes into 
account the specific risks of manipulation that some AI systems pose 
and thus introduces additional transparency obligations for specific 
AI systems. Deep fakes were enumerated among them and covered 
within the scope of the aforementioned Article 52(3) of the AI Act.

Deep fakes (and chatbots, pursuant to Article 52) must be treated as 
exceptions within the three-risk-categories system introduced by the 
AI Act [66] and might be classified as a ‘specific risk’ or ‘limited risk’ 
AI system [19, 20]. Therefore they form a separate quasi-category 
[67, 68].

Initially, in Recital 38 of the AI Act [4], which enumerates some high-
risk systems, the Commission pointed out: in view of the nature of the 
activities in question and the risks relating thereto, those high-risk AI 
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systems should include in particular AI systems intended to be used by 
law enforcement authorities (…) to detect ‘deep fakes’. According to the 
qualification made by the Commission, AI systems intended for use 
by law enforcement authorities to detect deep fakes were included 
in the list of High-Risk AI Systems (Annex III).

It should then be noted that originally deep fakes were classified 
into the third category or quasi-category (low or minimal risk, or 
specific or limited risk due to transparency obligations), while in the 
Commission’s proposal deep fake detection systems were placed in 
the second category (high-risk). From the beginning, this qualifica-
tion discrepancy gave rise to astonishment [21, 22, 69]. The misclas-
sification was unconvincingly justified by the assumption that the 
former are used by the private sector, while the latter would be main-
ly in the hands of the public sector. Researchers from the European 
Parliamentary Research Service concluded: ‘It is surveillance by the 
state individuals need protection from’ [55]. This justification defi-
nitely loses to a practical approach to threats, primarily due to the 
malicious uses of deep fakes and the necessity to introduce efficient 
state countermeasures.

The European Parliament [24] effected a key change in this respect 
by making two deletions regarding deep fake detection systems – in 
Recital 38 and from the list of High-Risk AI Systems (Annex III) added to 
the AI Act. This is a direct and rational response to expert reservations 
and a common-sense approach – assigning a higher risk category to 
a technology that is supposed to protect against abuses with the use 
of technology classified in a lower risk category does not make sense. 
However, reservations may be made to paragraph 1 point 6d of Annex 
III, where the following are listed among high-risk AI systems: AI sys-
tems intended to be used by or on behalf of law enforcement authorities, 
or by Union agencies, offices or bodies in support of law enforcement au-
thorities to evaluate the reliability of evidence in the course of investigation 
or prosecution of criminal offences. Deep fake detection systems could 
be indirectly included in the list [70], whereas their use in verifying 
the veracity of evidence has the potential for growth and is even 
recommended to ensure evidence integrity [60]. Experts consistently 
emphasise the importance of deep fake detection tools for counter-
acting deep fakes of a malicious nature, strengthening the capacity 
of law enforcement authorities, or protecting judicial proceedings 
[12, 60, 71]. These countermeasures will probably play an increasingly 
important role in the face of a growing number of crimes involving 
the malicious use of deep fakes (extortion, impersonation, financial 
fraud, forging evidence).5 Separate issues are the effectiveness and 
credibility of the detection tools, as well as ensuring fair access to their 

5 	  Deep fakes or 
their appearance in 
the information space 
have already been used 
during court proceedings 
to provide evidence 
(case in the UK during 
a custody battle), or to 
create a specific line of 
defense (the so-called 
‘deep fake defense’) by 
claiming that evidence 
was fabricated [72], [73]. 
They also strengthen the 
‘liar’s dividend’, allowing 
depicted persons to claim 
that real content is in fact 
fake [6].
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use, which should be an element of risk assessment that takes into 
account trustworthiness.

It is still necessary to return to the basic qualification of deep fakes 
in risk categories. Some researchers questioned the classification 
of deep fakes within the low or minimal risk category from the be-
ginning, postulating their inclusion in the high-risk category [22] or 
reconsidering initial qualification [74]. The proposals were based on 
the correct assumption that counteracting deep fakes only through 
transparency obligations misses an important aspect of audiovisual 
content’s manipulative capabilities. Mesarčík et al. [22] advocated for 
consistency in qualification rules for high-risk systems and accused 
the Commission of lacking a rationale in the case of deep fakes, the 
harmfulness of which might directly violate selected fundamental 
rights. In addition, they indicated the lack of a definition of inap-
propriate uses of deep fakes. All these objections seem valid, but 
difficult to grasp due to the high contextualisation of deep fakes and 
diversification of their applications.

A group of scientists conducting research on the harmful uses of 
deep fakes [13] indicated that ‘manipulations may exhibit different 
risk levels and the risk level highly depends on the type of specific 
applications and somewhat subjectively depending on the actual 
use case’. This is an extremely important observation that relates 
in the first place to the various purposes behind the creation and 
dissemination of deep fakes and the contextuality of deep fakes as 
information carriers [75]. R. T. Toparlak [16] rightly noted that ‘the 
wide range of applications means some deep fakes are going to be 
high-risk, while others are completely harmless’.

Theoretically, it is the objectives and the appropriate context of 
a particular deep fake that should determine its qualification into 
a risk category. In fact, they could be divided into many subgroups, 
depending on their form and purpose of use. This would of course 
give rise to problems of interpretation [76], which would have to be 
resolved on a case-by-case basis. However, the division would better 
reflect the specificity of the use of deep fakes and their destructive 
impact on the information ecosystem, individuals and society.

Assessing the harmfulness of deep fakes or the purposes of their cre-
ation and dissemination on a case-by-case basis seems rather unreal-
istic, which in turn undermines the legitimacy of the exception-based 
or multi-qualification risk system. Some authors [59] rightly noted 
that the scale of production of audio and visual materials is so large 
that it exceeds the verification capabilities of any institution, and 
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the verification itself would most likely have to be based on human 
review [21].

The answer to the question of whether deep fakes should qualify 
as a high-risk AI system is not clear. In light of descriptions of the 
high-risk AI systems category presented in the AI Act, one can have 
reasonable doubts whether deep fakes fail to meet at least some of 
the criteria. In the Explanatory Memorandum of the AI Act, it was 
noted that high-risk AI systems pose significant risks to the health 
and safety or fundamental rights of persons, which some deep fakes 
definitely do, including causing psychological harm to groups and 
individuals [77]. Deep fakes can also benefit from subliminal tech-
niques [78] that are generally prohibited pursuant to Article 5(1a) 
of the AI Act. Problems may arise, however, in qualifying at which 
point a deep fake becomes a subliminal deep fake. Such difficulties 
may occur in the case of microtargeted video deep fakes based on 
facial resemblance and mimicry, which increase trustworthiness or 
self-enhancement among recipients [79–81].

The pillar on which the system the AI Act is built on is trustworthiness. 
Unfortunately, this system has some gaps as it mainly concentrates 
on the intended uses of specific AI systems and ‘applies mandatory 
requirements for pre-defined domains of use’, leaving some misuses 
and abuses unregulated [82]. Leaving deep fakes outside the scope 
of the high-risk category matches the general concept behind the AI 
Act risk assessment, but it does not take into account the fundamen-
tal malicious misuses of technology.

In the author’s opinion, the reasonable solution for now would be to 
leave deep fakes within the low or minimal risk category with specific 
transparency obligations and distinguishing very concrete subgroups/
exceptions for reclassification into the high-risk category or even 
imposing direct bans, which is needed in the case of deep porn [16]. 
Another issue is the fundamental effectiveness of the permissions, 
bans and transparency obligations, which will be discussed later.

From the point of view of strengthening social awareness and resil-
ience, it is important to indicate why deep fakes give rise to threats 

– the AI Act might be the most appropriate place for the proper re-
marks. The European Parliament’s Committee on the Internal Market 
and Consumer Protection and the European Parliament’s Committee 
on Civil Liberties, Justice and Home Affairs [83] were clearly not sure 
about the qualification of deep fakes as a specific risk AI system. In 
a draft report from April 2022, it was proposed to add Recital 40a to 
the AI Act. It was supposed to clearly state:
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Certain AI systems should at the same time be subject to 
transparency requirements and be classified as high-risk 
AI systems, given their potential to deceive and cause both 
individual and societal harm. In particular, AI systems that 
generate deep fakes representing existing persons have the 
potential to both manipulate the natural persons that are 
exposed to those deep fakes and harm the persons they are 
representing or misrepresenting, while AI systems that, based 
on limited human input, generate complex text such as news 
articles, opinion articles, novels, scripts, and scientific articles 
(‘AI authors’) have the potential to manipulate, deceive, or to 
expose natural persons to built-in biases or inaccuracies.

This is a particularly interesting approach, questioning the 
Commission’s initial qualification. Attention was rightly paid to the 
potential of deep fakes to deceive or cause harm to individuals and 
society. Such a comment – regardless of the final qualification of 
deep fakes – should appear within the AI Act to highlight the prob-
lem of manipulation, as well as the huge, often irreparable damages 
inflicted on individuals [84].

Interestingly, the German Bundesrat [85] was one of the few 
European chambers of parliaments to refer to the Commission’s pro-
posal in a resolution from September 2021 and touch upon the issue 
of deep fakes directly. It was rightly emphasised that deep fakes can 
manipulate public discourse in a covert manner, thereby exerting 
a significant influence on the process of individual and public opinion 
formation, and that they should not be treated as a side effect of the 
use of AI. It was suggested to consider deep fakes as a high-risk AI 
system and foreseen that this part of media law would have to be 
addressed properly by Member States since the AI Act does not cover 
that dimension properly [85].

It cannot be ruled out that in future deep fakes will become the 
subject of further thorough analyses and will be included in the 
list of high-risk AI systems. This type of evaluation will have to take 
into account, above all, the development of technology and its 
actual applications, for which permanent case study monitoring is 
necessary. First of all, it will be necessary to evaluate the validity and 
effectiveness of the introduced countermeasures. There is a high 
probability that transparency obligations alone will be insufficient to 
stop the vast majority of deep fakes of a malicious nature and that 
even moving to a higher risk category and becoming subject to strict 
obligations will not significantly change these negative trends. The 
remark from the Bundesrat in regard to the engagement of Member 
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States may actually indicate what path to combat deep fakes will 
become a future priority.

4.	 Transparency obligations 
and disclosure rules
The European Parliament’s Committee on Legal Affairs 

[86], already at the beginning of 2021, indicated that deep fakes 
should be generally covered by disclosure rules, as they could be 
used to blackmail, generate fake news reports, or erode public trust 
and influence public discourse; (…) such practices have the potential 
to destabilise countries, spreading disinformation and influencing 
elections. The AI Act followed up on that assumption, though the 
regulation itself does not directly refer to the above-mentioned 
misuses of deep fakes.

Initially [4], it was proposed by the Commission that deep fakes 
would be classified as systems for which ‘minimum transparency 
rules’ would be required. This approach aroused justified controver-
sy due to the threats associated with the presence of deep fakes in 
the information space. Mesarčík et al. [22] rightly pointed out that 
the proposed obligations lacked robustness and did not have the 
potential to significantly ‘reduce the information asymmetry and 
thus allow the users (citizens) to combat the effects of deepfakes 
and still form informed and accurate opinions’.

The key to regulating the transparency obligations for deep fakes is 
Article 52(3) of the AI Act, which was fundamentally extended by the 
European Parliament. Initially [4], it contained an extremely general 
provision: shall disclose that the content has been artificially generated 
or manipulated. The amended version of Article 52(3) [24] introduces 
much more specific regulations that allow us to look at the solutions 
with cautious optimism:

shall disclose in an appropriate, timely, clear and visible 
manner that the content has been artificially generated or 
manipulated, as well as, whenever possible, the name of the 
natural or legal person that generated or manipulated it. 
Disclosure shall mean labelling the content in a way that 
informs that the content is inauthentic and that is clearly 
visible for the recipient of that content. To label the content, 
users shall take into account the generally acknowledged 
state of the art and relevant harmonised standards 
and specifications.
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Additionally, the European Parliament [24] has rightly added Article 
52(3b), addressing some features of disclosure, and introduced 
special protection for vulnerable persons:

The information referred to in paragraphs 1 to 3 shall be pro-
vided to the natural persons at the latest at the time of the 
first interaction or exposure. It shall be accessible to vulnerable 
persons, such as persons with disabilities or children, complete, 
where relevant and appropriate, with intervention or flagging 
procedures for the exposed natural person taking into account 
the generally acknowledged state of the art and relevant har-
monised standards and common specifications.

This is definitely a step in the right direction and another of the 
significant and positive changes to the draft of the AI Act proposed 
by the European Parliament. The phrases ‘appropriate, timely, clear 
and visible’ seem to be of extreme importance, but it should be 
remembered that only standardisation processes allowing for the 
introduction of clear disclosure rules will enable final assessment of 
the adopted solutions and measuring their effectiveness in regard 
to some deep fakes (those that will be subject to any transparency 
obligations at all).

The Commission did not specify who would be the addressee of the 
disclosure [34]. The Parliament’s amendments are more precise in 
this regard, even if they refer to the broad term of ‘recipients’. In 
regard to deep fakes, transparency obligations are primarily meant 
to sensitise recipients and raise their awareness, or even serve to 
protect ‘some right to reality grounded in fundamental rights’ [23]. 
They are intended to show that recipients are dealing with fake 
content that does not represent reality – either distorting it in its 
entirety or falsifying it in order to mislead the audience [21]. The 
Explanatory Memorandum of the AI Act indicates that the obligation 
to disclose should allow recipients to make informed choices or step 
back from a given situation. The early-warning system is aimed at 
protecting recipients, their awareness and, to a large extent, trust 
in the information system. The positive impact of disclosure rules 
should then be considered mainly in the context of disinformation 
or media consistency. The rationale behind the provisions seems to 
be clear – deep fakes must be properly labelled due to their decep-
tive potential.

However, it should be considered whether transparency obligations 
will actually effectively protect recipients against disinformation. 
Expecting state or non-state actors with malicious goals to comply 
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with AI disclosure rules is obviously irrational. Rather, it should be as-
sumed that transparency obligations will play a role in reducing the 
number of deep fakes circulating in the information space, especially 
those created by users equipped with unsophisticated software, but 
will not be a barrier for specialised actors.

In 2023 alone, deep fakes were successfully used in the US, Turkey 
and Germany, where they played a role in either influencing the 
election results or in fuelling current divisive issues. In Turkey, one 
of the opposition candidates in the presidential elections, Muharrem 
İnce, fell victim to deep porn and had to withdraw his candidature. 
İnce accused Russia of meddling in the Turkish elections [87]. In 2022, 
Russia used a deep fake video depicting the President of Ukraine, 
Volodymyr Zelensky, who was supposedly calling on his troops 
to surrender [88]. In the US, supporters of the Republican Party’s 
rival candidates – Donald Trump and Ron DeSantis – continuously 
publish deep fake images and videos ridiculing their opponents 
[89]. US President Joe Biden is regularly the target of falsified 
information intended to damage his reputation, especially in the 
context of the 2024 US elections [90]. In Germany, deep fake videos 
depicting Canadian psychologist Jordan Peterson were disseminated 
to discredit the Minister of Foreign Affairs, Annalena Baerbock [91], 
while Minister of Economy Robert Habeck allegedly announced the 
closure of all outdoor swimming pools in response to incidents of 
violence [92]. The latter incident was intended to cause additional 
social unrest.

In 2023, a disturbing trend of using images of public figures to 
publish hate speech, anti-Semitic, racist or misogynistic content was 
observed. The voice of the popular actress Emma Watson was used 
to generate an audio deep fake in which she read fragments of Adolf 
Hitler’s ‘Mein Kampf’ [93]. Journalists Joe Rogan and Ben Shapiro 
allegedly made homophobic and transphobic remarks [94].

Although most manipulations seem to be internally driven, the 
influence of external actors, including foreign countries, in cases of 
a strictly political nature, cannot be ruled out. The outreach and im-
pact of content is generally multiplied by public willingness to share 
it, which mirrors the patterns of spreading disinformation due to 
injecting ‘false but compelling information into a ready and willing 
information-sharing environment’ by ordinary users [6].

In fact, transparency obligations in the form introduced by the AI 
Act could not be enforced in most of the cases mentioned above 
(assuming the applicability of the law due to jurisdiction). This results 

270

Mateusz Łabuz



www.acigjournal.com    ACIG, VOL. 2, NO. 1, 2023    DOI: 10.60097/ACIG/162856

directly from the intentions of its authors, which include, first and 
foremost, intentional and conscious misleading of recipients. As 
some deep fakes are created for the purposes of foreign informa-
tion manipulation and interference, it should be assumed that the 
state and non-state actors involved in this practice will, for obvious 
reasons, not comply with any transparency obligations. In this con-
text, simple technical solutions based on disclosure will be toothless 
[75, 95]. Therefore, the solutions proposed in the AI Act do not fully 
take into account the specificity of creating and disseminating deep 
fakes, the context of international politics and already known pat-
terns of disinformation.

As a result, the transparency obligations ‘will be applicable to only 
a small portion of deep fakes’ [75]. The analysis by M. Veale and F. 
Z. Borgesius [23], who are quite critical of the way deep fakes were 
regulated in the AI Act, rightly pointed out that ‘disclosure may only 
partially assist the subject’, which in view of potential limitations on 
the effects of disclosure rules, may not be sufficient.

Protected goods must also include the personal rights of third 
parties whose image is the subject of the synthesis. Unfortunately, 
disclosure alone would not protect the subject/object of the depic-
tion entirely. The organisation Access Now rightly pointed out that 
in many cases the ‘transparency obligation will be insufficient to mit-
igate all risks associated with such applications’ [96]. It needs to be 
clearly stated that in regard to deep porn, transparency obligations 
would not prevent the victimisation of depicted persons [75]. It is 
similar in cases of defamation or discrediting of individuals, when 
deep fakes can act as a catalyst for long-term negative emotions and 
associations. Research on the long-term consequences of exposure 
to fake news has shown that prior exposure increases the perceived 
accuracy of fake news [97]. Disclosure would not be able to stop 
these processes entirely. It would also not counteract the negative 
phenomenon of increased uncertainty in the case of exposure to 
fake content that might in turn undermine trust in the media, as 
proven by the experiment conducted by C. Vaccari and A. Chadwick 
[33]. The connection between disclosure and the actual reactions 
of recipients to AI-generated content could become the subject of 
research involving an evaluation of neural pathways and the possible 
outcomes of interference between two different messages – false 
information and disclosure of the falsehood.

It should also be noted that the AI Act imposes transparency obliga-
tions on ‘users’, while in the case of chatbots, it refers to ‘providers’. 
Also in this regard, one may have concerns as to whether the transfer 
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of the burden to users is justified [20, 23], or even if provisions 
might be creating a ‘legal loophole’ [98]. A similar point was made 
by N. Helberger and N. Diakopoulos [68], who indicated that respon-
sibility for the use of AI systems should lie primarily with providers, 
not users. The opposite would shift responsibility to end-users and 
disregard the potential risks of misusing certain systems.

Expanding the scope of provisions in regard to deep fakes might 
extend to potential additional legal obligations for providers [16]. 
EU regulations might oblige software providers to comply with 
fundamental rights and require further transparency [99], which in 
turn would add certainty to introduced solutions [98]. Moreover, the 
EU should understand the weaknesses of the AI Act in relation to 
counteracting deep fakes in order to consistently increase the legal 
regime in other areas. The postulated synergy effect between the AI 
Act and the DSA or Strengthened Code of Practice on Disinformation 
[21] seems to be a rational approach that takes into account var-
ious aspects of the negative impact of deep fakes. It should be 
emphasised again that precision, internal consistency and solution 
complementarity are necessary in this respect.

Another problem seems to be label parameters. Undoubtedly, mark-
ings should appear at the beginning of the material (pursuant to 
Article 52 point 3b of the AI Act [24], the information shall be provided 
to the natural persons at the latest at the time of the first interaction or 
exposure), though technical solutions might vary depending on the 
form of media used. In the case of video deep fakes, it seems advis-
able to disclose the fake nature of the content throughout playback 
in text form, so recipients are constantly aware that their interaction 
is based on AI activity. In the case of image deep fakes, it should be 
clearly and visibly stated in text form and disclosure should be an 
integral part of the image. In the case of audio deep fakes, it seems 
advisable to adjust disclosure to the length of the audio and the 
information should be read at least at the beginning and at the end 
of the display. Standardisation processes should take into account 
existing regulations and experiments on forms of disclosure. One 
interesting example is Bill S.B. 5152, adopted by the Washington 
State Senate in 20236 [100].

One might have reservations about the form of disclosure if only 
fragments of audio or visual content have been manipulated. It 
seems reasonable to ask whether, as a rule, the general pattern of 
AI disclosure should apply, or whether it should be modifiable and 
indicate which part of the material bears traces of AI interference 
[34]. In the author’s opinion, it seems reasonable to label entire 

6 	  Washington State 
Senate Bill on Defining 
synthetic media in 
campaigns for elective 
office, and providing 
relief for candidates and 
campaigns (S.B. 5152) 
[100] states: (4) It is an 
affirmative defense 
for any action brought 
under this section that 
the electioneering 
communication containing 
a synthetic media includes 
a disclosure stating, ‘This 
(image/video/audio) has 
been manipulated,’ in the 
following manner: a) For 
visual media, the text of 
the disclosure must appear 
in a size easily readable 
by the average viewer 
and no smaller than the 
largest font size of other 
text appearing in the 
visual media. If the visual 
media does not include any 
other text, the disclosure 
must appear in a size that 
is easily readable by the 
average viewer. For visual 
media that is a video, the 
disclosure must appear 
for the duration of the 
video; or (b) If the media 
consists of audio only, 
the disclosure must be 
read in a clearly spoken 
manner and in a pitch that 
can be easily heard by the 
average listener, at the 
beginning of the audio, 
at the end of the audio, 
and, if the audio is greater 
than two minutes in 
length, interspersed within 
the audio at intervals 
of not more than two 
minutes each.
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content without any distinctions to avoid further manipulation and 
misleading of recipients.

The importance of appropriate labelling is emphasised by persistent 
low social awareness. Research conducted by Bitkom in Germany 
[102] shows that only 15% of respondents are able to explain what 
a deep fake is, and a mere 23% have basic knowledge on the subject. 
As many as 84% of respondents are in favour of marking deep fakes. 
Taking into account the very low number of respondents who are 
familiar with deep fakes, labelling must be adjusted to different kinds 
of audiences, which might be partly achieved by using simplified, 
concrete language.

A standardisation effort will be necessary in this regard. The 
Commission ‘has begun to adopt a standardisation request which will 
provide a formal mandate to European standardisation organisations 
to develop standards under the AIA [AI Act]’ [103]. Similarly, Article 
82b(1) of the AI Act added by the European Parliament [24] indicates 
that the Commission shall develop, in consultation with the AI office, 
guidelines on the practical implementation of this Regulation, and 
in particular on the practical implementation of transparency obli-
gations laid down in Article 52.

This area of research seems to be understudied and researchers 
need to enhance the outcome of standardisation processes. 
However, a very recent research study conducted by Dutch scien-
tists dealing with deep fakes [104] is noteworthy, as it simulated 
the marking of video materials using three colours: green (veracity 
confirmed), yellow (veracity not confirmed), red (content containing 
false messages). The research results show that even such basic 
disclosure significantly increases scepticism among recipients and 
affects credibility assessments of the material. The researchers 
also tested the display time of the messages. Undoubtedly, such 
experiments must be repeated and modified in future to work out 
the best possible formula to measure when exactly labels should 
be displayed.

One could plausibly argue that even disclosure would not solve the 
problem of vulnerability to manipulation, or that the correlation 
between mere disclosure of using an AI system and increased pro-
tection of fundamental rights is relatively weak [55], but disclosure 
alone is a first step to protection and reduction of the negative 
effects of (some) deep fakes. An additional solution might be wa-
termarking deep fake content [105], authenticating real content, or 
strengthening cyberliteracy to raise awareness among recipients.
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5.	 Exceptions
Transparency obligations for deep fakes provide certain 

exceptions to the basic principles. The European Parliament [24] has 
made some significant changes to the Commission’s proposal, also 
by extending and specifying the scope of exceptions. After amend-
ment, Article 52(3a) states: 

Paragraph 3 [transparency obligations] shall not apply where 
the use of an AI system that generates or manipulates text, 
audio or visual content is authorised by law or if it is necessary 
for the exercise of the right to freedom of expression and the 
right to freedom of the arts and sciences guaranteed in the 
Charter of Fundamental Rights of the EU, and subject to appro-
priate safeguards for the rights and freedoms of third parties. 
Where the content forms part of an evidently creative, satirical, 
artistic or fictional cinematographic, video games visuals and 
analogous work or programme, transparency obligations set 
out in paragraph 3 are limited to disclosing of the existence of 
such generated or manipulated content in an appropriate clear 
and visible manner that does not hamper the display of the 
work and disclosing the applicable copyrights, where relevant. 
It shall also not prevent law enforcement authorities from using 
AI systems intended to detect deep fakes and prevent, investi-
gate and prosecute criminal offences linked with their use.

The exceptions therefore include two basic groups:

•	 authorisation by law (and in a later part – detection of deep 
fakes);

•	 exercise of the right to freedom of expression and the right to 
freedom of the arts and sciences that includes evidently creative, 
satirical, artistic or fictional cinematographic, video games 
visuals and analogous work or programme.

The former point does not seem to be controversial. It is the latter 
that has the potential to cause interpretation problems. Hertie 
School of Governance experts [75] predict that exceptions will open 
the door to creative manipulation and are ‘likely to bring inconsist-
encies in practice’. The proposal rightly seeks to ensure high-level 
protection of the fundamental rights guaranteed by the EU Charter 
of Fundamental Rights, including freedom of expression (Article 11), 
or freedom of art and science (Article 13), but the practice may prove 
treacherous as the system of exceptions would possibly pave the 
way for exploitation.
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Omission of the term ‘timely’ in Article 52(3a) of the AI Act, in com-
parison to Article 52(3) [24], leads to unnecessary problems of inter-
pretation, especially since the legislator’s intention was apparently 
to approximate the provisions on non-exceptions and exceptions 
within this particular AI system. Based on very general formulations, 
it is difficult to determine what disclosure would actually look like 
in the case of exceptions. The distinction itself opens up room for 
manipulation and misinterpretation.

In an increasing number of cases, legislators have prohibited or 
limited the use of deep fakes, but they have also allowed significant 
exceptions in the form of obvious or evident satire or parody (of 
a ‘demonstrably’ fake nature) [25, 106–108]. This ‘obvious’ or ‘evident’ 
nature may be debatable and would have to be assessed on a case-
by-case basis because it might depend on contextualisation as well 
as the cognitive abilities, media knowledge, or social and political 
awareness of recipients.

Unfortunately, overusing the legal exemptions could be seen as 
a useful tool to circumvent the restrictions. Deep fakes are described 
as a phenomenon that might benefit from the ‘just joking’ excuse, 
making it possible to smuggle illegal content or manipulate the 
audience ‘under the guise of humour’, which might even lead to the 
‘weaponisation of humour’ [109]. Satirical context has already been 
shown to function as ‘a cover for spreading’ extremist ideologies [25] 
with respect to fake news. At the same time, the fight against deep 
fakes might also be used to justify suppressing freedom of speech. 
This is especially important in the case of non-democratic countries 
that hide their censorship tendencies under the guise of protecting 
social stability [15].

While deep fakes can be successfully used to create content that is 
critical of the authorities, the limits of satire are hard to grasp, espe-
cially since the boundaries between satire and harmful content are 
increasingly blurred. Difficulties also arise when ‘satire is transferred 
out of its original context’, is ‘no longer recognisable’ due to high 
synthesis quality, or is not recognised by recipients [110].

One potential solution could be to treat all deep fakes in the same 
way with respect to transparency obligations. If the satirical or pa-
rodic nature of the material is obvious, disclosing the use of AI and 
appropriately flagging the fake content should not be a problem and 
standardised transparency obligations would help to protect recip-
ients. It seems reasonable to refer to fundamental rights, including 
freedom of speech, while noting that the requirements regarding 
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transparency obligations will not violate these rights. Labelling AI-
manipulated audio or visual content should be seen as a standard 
rather than an arduous obligation.

6.	 Conclusions
Ongoing work on the AI Act in regard to deep fakes gives 

hope for more robust protection of EU citizens against AI manipula-
tion. It should be emphasised that the amendments introduced by 
the European Parliament would slightly increase the ability of the EU 
to counteract the negative effects of deep fakes. The imperfection 
of the solutions results to a large extent from general legislative 
difficulties related to the creation and dissemination of deep fakes, 
the specificity of deep fakes and the complexity of the challenges 
they create for democratic systems, societies and individuals, but it 
is also due to an internal lack of EU coherence or precision.

The European Parliament has already introduced numerous positive 
changes to the Commission’s proposal for the AI Act, thus addressing 
some of the critical analyses by experts. However, this does not mean 
that the regulation is free of deficits in its current form. A detailed 
analysis of the Commission’s proposal and European Parliament 
amendments in regard to deep fakes allows us to draw a number of 
conclusions and identify reservations that should be considered in 
future revisions of the AI Act.

1.	 The level of expectations should be adjusted to the AI Act’s true 
capabilities to influence reality, especially since the provisions 
on deep fakes are not the key element of the regulation and the 
level of protection it offers against them is basic at best. The 
authors of a significant portion of deep fakes will neither comply 
with transparency obligations nor care about the risk categories 
[23, 75]. As emphasised, the vast majority of deep fakes com-
prises non-consensual pornography (deep porn). Such materials, 
due to their specific nature and manner of dissemination, will 
never be subject to any disclosure rules. In this context, it is 
necessary to implement stricter provisions aimed at protecting 
individuals, in particular women, against the deployment of 
gender-based violence, exploitation, humiliation, or harassment. 
The European Parliament resolution, containing recommenda-
tions to the Commission on combating gender-based violence 
[54], paves the way for further actions. This might be achieved 
through additional countermeasures, including putting pressure 
on platforms that enable the dissemination of such content, 
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which the DSA fortunately already does. In the case of most 
non-consensual malicious deep fakes (including deep porn), the 
basic idea of creating and disseminating deep fakes violates the 
law, even if the relevant provisions are derived from civil, tort, 
criminal or copyright law. Member States have to reconsider 
how to make these provisions more efficient. Therefore, the 
role that the AI Act would play in combating deep porn would be 
significantly reduced and one should not expect a breakthrough. 
The proposed transparency obligations seem to be appropriate 
to regulate a small portion of deep fakes appearing in the in-
formation space. This applies not only to deep porn but also to 
some disinformation activities that might be driven by foreign 
information manipulation and interference.

2.	 Hertie School of Governance experts [75] rightly pointed out that 
the AI Act offers the ‘false promise of transparent deep fakes’. 
Disclosure rules give the illusory belief that revealing the false 
nature of content (if it gets done at all) will lead to the elimina-
tion of the negative effects of creating and disseminating deep 
fakes. It will not. The problem with deep porn or discrediting 
materials is the non-consensual use of someone else’s image 
and the psychological and reputational harm it creates [26]. 
Even if disclosure rules are applied to non-consensual deep 
fakes (especially deep porn), the negative effects leading to 
psychological harm will not be eliminated. Many women have 
been victims of non-consensual pornography and have reported 
severe psychological effects, including discomfort while using 
social media, depression, anxiety or trauma [26, 96, 111]. Similar 
consequences can be measured with respect to false content 
of a discrediting nature since malicious deep fakes can cause 
reputational harm and thus have long-lasting repercussions on 
the psychological well-being or professional prospects of the 
depicted individuals [112].

3.	 The EU must ensure internal coherence, in particular in regard 
to the proposed definitions and descriptions of deep fakes. 
Therefore, there should be absolutely no internal discrepancies 
within the AI Act or between different legal acts proposed by the 
EU. The certainty of the law, its interpretation and enforcement 
must be an asset of EU legislative activity. The AI Act may set 
a common standard, to which subsequent legal acts will refer. 
Deep fakes must be unambiguously defined, and the definition 
must clearly include, among others, the scope of the form of 
deep fakes (typological aspect) and the subjects/objects to 
which deep fakes refer (subjective aspect). That applies mainly 
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to discrepancies between Recital 70, Article 3(1) point 44d and 
Article 52(3) of the AI Act. In the author’s opinion, it is necessary 
to extend the scope of the definition to ‘persons, objects, places 
or other entities or events’, as well as to reconsider the potential 
omission of deep fakes in textual form.

4.	 Transparency obligations are not a universal solution. J. 
Habgood-Coote [95] may be right in pointing out that a signif-
icant number of researchers is guided by ‘technochauvinism’ 
or ‘techno-fixation’, assuming that the problem of deep fakes 
can be solved with the use of technological tools. It might be 
better to qualify deep fakes ‘as a social problem about the 
management of our practices for producing and receiving 
recordings’ [95]. At the same time, technological solutions can 
at least reduce negative trends, acting as a deterrent. That is 
why it is so important to find a balance between various ways of 
counteracting the harmful uses of deep fakes and their negative 
consequences, which might include disclosure, watermarking, 
content authentication, or strengthening cyberliteracy [12]. Even 
if it would help to eliminate only a small number of deep fakes, 
the AI Act should be seen as a step in the right direction, but it 
needs to be supplemented with further regulatory and non-reg-
ulatory efforts from the EU to strengthen social resilience, also 
by enhancing cyberliteracy. Again, omitting the critical reference 
to the specific risks that deep fakes pose overlooks a significant 
aspect of raising awareness through the AI Act.

5.	 If transparency and disclosure are to introduce a reasonable 
level of protection, it is necessary to tighten the system to 
prevent possible attempts to circumvent the obligations. It is 
advisable to reconsider sealing the system of exceptions to full 
disclosure rules. The assumption that the satirical or parody 
nature of the material is ‘obvious’ or ‘evident’ is based on a mis-
conception about the high level of cognitive and analytical skills7 
among recipients of deep fakes [110]. Satire and parody can 
be successfully used to bypass some safeguards in order to 
smuggle sophisticated political manipulation and thus influence 
the audience. It will also be crucial to develop the practice for 
disclosure rules, which requires standardisation processes and 
empirical research to measure the effectiveness of different solu-
tions. Ongoing work by Dobber et al. [104] as well as solutions 
introduced in the US might serve as an example. The EU should 
closely monitor regulatory efforts in other countries to either 
use the labelling patterns for standardisation processes, or even 
introduce concrete provisions within the AI Act. The transparency 

7 	  J. Langa [108], 
commenting on the 
provisions introduced 
in the US, refers to the 
notion of ‘reasonable 
person’ that ‘realizes that 
a deepfake is satirical or 
parodical’ and thus cannot 
be deceived. The term 
seems to be vague and the 
highly deceptive nature 
of deep fakes (especially 
video deep fakes) has been 
proven many times.
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obligations might be complemented by imposing additional 
obligations on providers and manufacturers. Although this will 
not eliminate non-consensual deep fakes of a harmful nature, 
it will limit their effects and the amount of manipulated and 
unmarked content by making it more difficult for non-specialised 
users to create deep fakes [98].

6.	 The AI Act does not impose any special obligations on digital 
platforms in regard to the creation and dissemination of 
deep fakes. It can be argued that such solutions are found 
in other acts introduced by the EU, but the lack of an internal 
connection does not directly indicate the specific purpose and 
complementarity of measures counteracting deep fakes [75]. 
According to some experts [12], ‘distribution and consumption 
patterns pose larger threats to democracy and society than 
the fake content itself ’. It might be advisable to concentrate 
on prevention by delimiting the applications of technology, 
also through ethical norms [113], and reducing dissemination 
capabilities. The Centre for Data Innovations [114] suggested 
‘nimbler soft law approaches’ to ‘supplement adjustments 
to the AI Act and the Directive on Gender-based Violence’ by 
working closely with industry and encouraging self-regulatory 
efforts to counteract non-consensual pornography. That would 
definitely fit with the idea of reducing the impact of deep fakes 
by restricting amplification of the content through online 
platforms [76], which applies not only to deep porn but also 
to other types of deep fakes, including those of an intrinsically 
political nature.

7.	 The European Parliament’s amendments in regard to deep 
fake detection systems in the form of deletion from the list of 
high-risk AI systems should be assessed positively, primarily 
due to an initial erroneous discrepancy in the risk assessment 
between deep fakes and the technological measures that are 
intended to protect against them. The potential problem with 
the provision included in paragraph 1 point 6d in Annex III of 
the AI Act, which might lead to the indirect inclusion of deep 
fake detection systems in the high-risk AI systems list [70], might 
pose interpretational problems and should be clarified at a later 
stage in the negotiations.

8.	 It still seems controversial that deep fakes are not qualified to 
the category of high-risk AI systems, especially because the AI 
Act provides some rationale for reclassification. The potential 
solution might be to single out those deep fakes that pose 

279

Regulating Deep Fakes in the Artificial Intelligence Act



www.acigjournal.com    ACIG, VOL. 2, NO. 1, 2023    DOI: 10.60097/ACIG/162856 

a greater threat to specific subjects for special protection and 
transfer them to a higher category, describing the scope of their 
harmfulness in a clear and precise manner to leave no room 
for misinterpretation (e.g. introducing additional protection 
for candidates before an election), or introducing a complete 
ban on their creation and dissemination (e.g. deep porn). The 
omission of the contextual aspect while assessing the risk 
posed by deep fakes can be assessed negatively. Reference to 
the harmful uses of deep fakes and detrimental effects they 
cause should be added in one of the recitals, which might 
also be extended by broader and more-detailed reference to 
the systemic and societal harms that AI systems might pose 
[65, 115]. At the same time, it should be remembered that even 
moving to a higher risk category will not be a universal solution 
or eliminate the basic problem related to the spread of some 
deep fakes of a malicious nature, since they are not subject to 
any rules.

9.	 The fundamental problem with the emergence of deep fakes 
in the information space is not a complete lack of regulation. 
In many cases, deep fakes of a malicious nature are directly or 
indirectly prohibited by law, and victims can pursue their rights 
in court. The problem, however, is enforcement of existing 
provisions [59]. The AI Act would not change this situation 
drastically, and some may rightly accuse the regulation of failing 
to impose sanctions for non-compliance with the transparency 
obligations [74]. These can easily be derived from other EU legal 
acts, including the DSA, which obliges platforms to inform users 
about the deceptive or manipulative nature of content [116]. 
Pursuant to the DSA, non-compliance can be sanctioned by up to 
6% of annual worldwide turnover. The AI Act should complement 
these solutions, particularly with respect to authors of deep 
fakes and AI system providers [21], which currently is not the 
case. Although numerous researchers have pointed out that 
identifying perpetrators is problematic (the basic problem with 
attribution), the AI Act might add another source of pressure 
and mobilise law enforcement authorities and policymakers to 
deal with the problem [25, 98].
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Abstract
The workforce demand for skilled cybersecurity talent has 

exceeded its supply for years. Historically, the pedagogical approach 
was to identify and create curricula for the most in-demand technical 
knowledge, skills, and abilities (KSAs). Unfortunately, the field has 
tended to neglect nontechnical counterparts. However, recent litera-
ture suggests a core set of nontechnical KSAs that employers seek af-
ter. This study explored the codification of a nontechnical curriculum 
for a cybersecurity internship program at the University of Southern 
Maine (USM). The USM faculty created the Cybersecurity Ambassador 
Program that can serve students and the community. The service to 
students is to make them more attractive to employers. The benefit 
to the community is to provide cybersecurity awareness training to 
vulnerable populations. This discussion about the USM CAP serves as 
a case study for other programs considering this type of enrichment 
using an internship model. CAP started as an informal program, but 
this research used objective data to create repeatable blueprints. The 
researchers designed these lesson plans to help students progress 
from novices to competent in crucial nontechnical skills delineated in 
the National Initiative for Cybersecurity Education (NICE) Workforce 
framework. The team used a mixed methods approach to baseline 
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Tier 1/novice students’ skill levels, place them in a cybersecurity 
enrichment program, track their progress, and determine program 
efficacy in helping them achieve beginner status. The information 
shared can serve as a point of departure for a case study that might 
guide other programs interested in doing similar work.

Keywords

NICE Workforce Framework, cybersecurity education, cybersecurity 
training, cybersecurity ambassador, cybersecurity internships

1.	 Introduction

IN 2013, like many highly connected nations, the 
United Kingdom (UK ) looked deeply into its 

cybercrime reports to find actionable trends. Researchers were 
astonished that network and computer hygiene could prevent 
80% of cyberattacks [1, p. 4]. However, the report also found that 
the workforce needed to be more robust to answer individual and 
organizational needs. A lack of science and technology courses in 
UK schools created a workforce gap that would take decades to fill 
[1, p. 27]. This demand for cybersecurity (CS) talent is not limited to 
the United Kingdom. In the United States (US), the Cybersecurity and 
Infrastructure Security Agency (CISA) created the National Initiative 
for Cybersecurity Careers and Studies (NICCS) to address teacher and 
student skill shortages. Unfortunately, while these national initiatives 
helped universities target essential CS knowledge, skill, and abilities 
(KSAs), they lacked blueprints to create student programs [2]. The 
hard work of developing repeatable and scalable programs fell on 
academia to create programs that meet workforce needs.

1.1.	 Mining for New Talent Pools

The current cybersecurity workforce must be improved to 
satisfy the demand for qualified cybersecurity professionals. Experts 
predict this shortfall will continue for several years [3]. As recently as 
2018, researchers found that an excess of 1.5 million positions will be 
unfilled in the global cybersecurity workforce. Businesses seek em-
ployees with technical and interdisciplinary credentials to help fill this 
cybersecurity gap [4]. Given the shortage of qualified cybersecurity 
professionals, new talent pools of applicants are needed.

Cybersecurity employers historically have overlooked women and 
people of colour to fill essential roles [5]. In 2021, women comprised 
more than 50% of the US population, yet, only 35.5% majored in 
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science, technology, engineering, and mathematics (STEM) disciplines 
[5]. In addition, the US has a large minority population that is increas-
ing over time but does not enjoy representative numbers in the com-
puting sciences. [6]. Women and minorities can fill this CS workforce 
gap and should, as they have a vested interest. In 2014, data revealed 
that a million more US women than men had their identities stolen 
[7]. On average, people of colour, African American, and people of 
Latino descent are two to three times more likely than white people 
to become victims of fraud related to debt or income [8].

Moreover, existing security technologies disadvantage women and 
people of colour. For example, biometric facial recognition systems 
have trouble identifying the faces of women and people of colour 
[9]. Therefore, increasing women and minorities in cybersecurity 
enlarges the talent pool and provides new perspectives to improve 
technologies and practices within the field.

1.2.	 Next Generation Cyber Professional 

Curriculum Development

Hiring managers created job descriptions that screen 
potential employees for cybersecurity skills in various tools and sys-
tems. As such, candidates who made it to the interview stage often 
had comparable technical skill sets. However, it was often nontech-
nical, called soft skills, that got the candidate the job [10]. Industry, 
government, and academia members noted that CS graduates 
frequently lacked the necessary soft, hard, and mixed nontechnical 
KSAs for employment [11]. Employers almost universally recognize 
that entry-level workers need client-facing KSAs to accomplish the 
organization’s cybersecurity goals. KSAs involving written and oral 
communication, teamwork, problem-solving, and critical thinking 
skills were particularly important [10, 11].

The impetus for the Cybersecurity Ambassador Program (CAP) pro-
gram started with University of Southern Maine (USM) cybersecurity 
students who wanted to do community outreach. The faculty worked 
with the State of Maine Office of Securities and the Maine Economic 
Initiative Fund (MEIF) to secure initial grant funding to make this 
community engagement program a paid departmental internship. 
As part of the grant requirements, the sponsor asked the faculty to 
create a program that served students and the community. There 
was also a requirement to research the efficacy of the approach. 
After securing approval from the USM Institutional Review Board 
(IRB), the faculty moved forward to create a model that could serve 
as a case study for other cybersecurity educational organizations.
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The faculty recruited students and prioritized those who had Federal 
Work Study (FWS) funding and students who needed to take the 
mandatory internship class for their program of study. FWS students 
usually worked ten hours per week, and interns worked twenty hours 
per week during a sixteen-week semester. The 2019 cohort started 
with two students but was cut short due to COVID restrictions. The 
primary advisor had to recast the program as entirely virtual for the 
next three years. The program involved fourteen students in seven 
cohorts (Tab. 1).

Table 1. Student Participants. �

Undergraduate Students in Cohorts

Fall 2019 2

Fall 2020 2

Spring 2021 4

Fall 2021 5

Spring 2022 5

Fall 2022 7

Spring 2023 7

Graduate Assistants

AY20-21 1

AY21-22 3

AY22-23 3

The emphasis on community service by providing cybersecurity 
awareness training to vulnerable populations is an ideal vehicle to 
focus on needed nontechnical KSA development. CAP promoted CS 
awareness and education through research and outreach oppor-
tunities that, in turn, required students to elevate communications 
and leadership skills. The program leveraged undergraduate and 
graduate students seeking to make meaningful contributions 
to local communities as the students gained vital profession-
al competencies.
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1.3.	 Skill Acquisition

Proficiency via objective assessment was critical. The 
program used stages from the Five-Stage Model of Adult Skill 
Acquisition as its conceptual model [12]. This framework describes 
how people learn skills and identifies five stages of progress novice, 
advanced beginner, competent, proficient, and expert. The faculty 
presumes students enter the program at the novice level, defined as 
the Bronze/Tier 1 stage. The blueprint for the program scaffolded 
instruction sequentially and progressively while allowing participant 
autonomy to consume the content. As Dreyfus noted, “The student 
needs not only the facts but also an understanding of the context in 
which that information makes sense” [12, p. 177]. The intention was 
to construct a professional development journey for these students 
to progress to advanced beginners, corresponding to the Silver/
Tier 2 proficiency, a second sixteen-week program. This advanced 
beginner signpost stage, characterized by exposure to sufficient 
examples of meaningful activities, is critical for students’ ability to 
apply learning to new and novel situations. When students achieve 
mastery of the silver curriculum, they have reached the competent 
stage, commemorated by promotion to Gold/Tier 3 status.

2.	 Methods
The researchers used a phenomenological study approach 

with structured and semi-structured data collection methods. Over 
sixteen weeks for this pilot, the researchers observed students, 
assessed their assignments, conducted interviews, and objectively 
evaluated participants performing various internship activities. 
The objective was to provide students with enhanced education, 
experience, and exposure to cybersecurity awareness and training 
research. The researchers used US Commerce’s National Institute for 
Standards and Technology (NIST) National Initiative for Cybersecurity 
Education (NICE) – specific nontechnical KSAs in a focused way for 
curriculum development. The intention was to enhance 19 nontech-
nical skills from the NICE Workforce Framework using student-led 
projects for community awareness training. External assessment 
of the program was uniformly positive. For example, the National 
CyberWatch Centre identified this program as the 2021 Cybersecurity 
Curriculum Best Innovation. The faculty also received several other 
awards from the Epsilon Pi Tau (EPT), a technology honour society. 
The primary investigator won the EPT Warner award in 2021, 2022, 
and 2023 for presentations to the Cybersecurity Ambassadors. 
Student participants also received numerous internal USM recog-
nition and received job offers at faster rates than nonparticipating 
students. As such, this program design can serve as a valuable case 
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study for other academic institutions interested in similar student 
enrichment opportunities.

2.1.	 Program Design

The program used standard job site internships to provide 
opportunities for concurrent college credit. CAP created a cohort of 
student interns each academic semester who had demonstrated 
interest/ability in cybersecurity career pathways. The Principal 
Investigator (PI) created a three-tier program. The Cybersecurity 
Ambassador (CA) students achieved the first or bronze tier through 
oral and written assessments based on technical training and 
career planning modules developed and taught by working cyber-
security researchers and cybersecurity professionals. The second 
(silver) phase emphasized leadership and mentorship. The PI and 
Coordinator assessed student outreach leadership and peer training/
mentorship, incorporating data into cybersecurity awareness and 
training research efforts. The top (gold) level was where students 
functioned at the programmatic level, helped coordinate outreach, 
and certified other students. These tiers correspond to novice, be-
ginner, and advanced beginner levels of expertise.

The program gave participants paid entry-level cybersecurity in-
ternships, which allowed them to use the class for their program’s 
mandatory internship requirement. The CAP created a cohort of 
student interns each academic semester who founds ways to learn 
nontechnical skill mastery as they pursued Cybersecurity career 
pathway material. The Principal Investigator (PR) intended to create 
a three-tier program to incentive continued participation and skill 
mastery. The Cybersecurity Ambassador (CA) students achieved 
the first or bronze tier through oral and written assessments based 
on technical training and career planning modules developed and 
taught by working Cybersecurity researchers and Cybersecurity 
professionals. The second (silver) phase emphasized leadership 
and mentorship. The PI and Coordinator assessed student outreach 
leadership, peer training/mentorship, incorporating data into cy-
bersecurity awareness and training, and their research efforts. The 
top (gold) level was where students functioned at the programmatic 
level, helped coordinate outreach, and certified other students.

2.2.	 Nontechnical Skill Curriculum Development Process

The faculty advisor that founded CAP derived requisite 
nontechnical KSAs for cybersecurity students using those listed in 
the National Initiative for Cybersecurity Education (NICE) Workforce 
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Framework. Graduate Assistants used these KSAs to formulate 
learning objectives and activities for bronze-level students to access 
in their weekly skill enrichment modules in the university learning 
management system [10] (Tab. 2).

Table 2. These are the 19 NICE nontechnical competencies from the Workforce 
Framework. Graduate students and faculty create activities and assess mastery. 
Note students have three signpost stages. KSAs were scaffolded to be sequential 
and progressive.

KSA’s Curriculum Map

Presentation skills Bronze (Tier 1)

Developing positive customer relations Bronze (Tier 1)

Written communications skills Bronze (Tier 1)

Working effectively with peers Bronze (Tier 1)

Intellectual curiosity Bronze (Tier 1)

Using computers effectively Bronze (Tier 1)

Adaptability Bronze (Tier 1)

Professional demeanour Bronze (Tier 1)

Training Bronze (Tier 1)

Ethics in decision making Bronze (Tier 1)

Managing personal stress Bronze (Tier 1)

Customer Service Problem Resolution Silver (Tier 2)

Knowledge of core business processes Silver (Tier 2)

Knowledge of and compliance with legal 
and regulatory requirements Silver (Tier 2)

Managing crises Silver (Tier 2)

Critically using information for decision making Gold (Tier 3)

Facilitating teams and teamwork Gold (Tier 3)

Negotiating techniques Gold (Tier 3)

Leadership abilities Gold (Tier 3)
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Initially, observation was the predominant evaluation mechanism to 
assess student mastery. However, the need to codify the CAP curricula 
became apparent as the program grew. The team developed research 
approaches that supported the university’s cybersecurity credentialing, 
provided a repeatable curriculum that students enjoyed, and met the 
goals of enriching skills that made participants particularly attractive 
workforce candidates. This vision spawned research questions that fo-
cused on nontechnical skill attainment for students with some STEM and 
cybersecurity background and included in the Bronze/Tier 1 curriculum:

1.	 How can the CAP objectively assess student baseline KSA of novice 
(Bronze/Tier 1) KSAs?

2.	 How can the team craft maximum flexibility into the Bronze/Tier 
1 curriculum to accommodate different paces for participants?

3.	 How can the program objectively assess nontechnical KSA mas-
tery progress from novice (Tier 1) to beginner (Tier 2)?

This rigor provided measurable data on students’ progress and 
improved learning techniques.

The team created a 16-week curriculum designed to in-
crease the speed of acquisition and retention of nontechnical KSAs 
by bronze-level ambassadors enrolled in the CAP. This research 
is a snapshot of the pilot group. The team received and filled out 
a baseline and a weekly survey to measure ambassadors’ percep-
tions of their KSA development. The team also asked participants to 
suggest improvements to curriculum areas.

In this survey, the team asked the ambassadors to respond to each 
of the following three statements using a Likert scale from “strongly 
disagree” to “strongly agree”:

•	 First, the content was relevant to the weekly learning objectives.

•	 The content was well-organized and easy to understand.

•	 Finally, the learning activities and assessments were effective 
in reinforcing the content.

Additionally, the team asked ambassadors to identify the best aspect 
and most challenging parts of each module. The survey incorporated 
a text area to capture feedback for these two questions and the 
question, “What is one thing we could do better for the next group?” 
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The feedback provided by the bronze-level ambassadors provides op-
portunities for future refinement and improvement of the curricula.

This qualitative data collection used a pre- and post-curriculum 
self-evaluation survey to measure ambassadors’ perceptions. The 
objective was to capture the bronze-level ambassadors’ journey from 
novice to advanced beginner. The survey instrument used a Likert 
scale to measure the ambassadors’ confidence in their abilities 
associated with the targeted KSA.

The researchers also quantitatively measured proficiency via 
quizzes, discussion posts, and assignments graded by rubrics. These 
assessment techniques allowed for objectively validating mastery for 
KSAs at the novice level. Table 3 shows the mix of objective tools used.

Table 3. Objective Measures of KSA Proficiency.

Quiz Handbook Knowledge

Quiz Professional Demeanour

Quiz Ethics in Cybersecurity

Graded Assignment Article Review

Graded Assignment Handout Creation

Graded Assignment Presentation Deck Creation

Graded Assignment Progress Reports

Graded Assignment Discussion Posts

Graded Assignment After Event Reflection

The researchers began the instruction process by decomposing the 
task environment into context-free features that the beginner could 
accomplish without the desired skill [12]. The learning management 
system (LMS) had posted rules for the Bronze Ambassadors, which 
allowed them to navigate the curriculum through self-paced mod-
ules. The students used their internship time to consume materials, 
complete assignments, and get feedback to improve results.

2.3.	 Assumptions, Limitations, and Scope

Several significant limitations impacted the design and 
outcomes of this study. The two biggest challenges were time 
and money. Academic semesters are typically sixteen weeks, but 
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administrative items such as onboarding, vacation, and finals con-
sume one to three weeks. Therefore, the designers had to condense 
the program to 13 – 14 weeks. Also, not all Ambassadors had the 
same number of hours each week. Because funding for CA pay came 
from both internship grants and the Federal Work-Study Program, 
half the Ambassadors worked ten and about half worked 20 hours 
per week. As such, the program had to have a flexible and achievable 
design to meet the program-related objectives.

The team balanced new content creation by incorporating pre-existing 
content for each curriculum module. Content specifically tailored for 
CAP use was ideal. However, creating content for each module de-
scribed in the following section proved too expensive, time-consuming, 
or both. As such, the 16-week CAP curricula included newly built and 
previously published content. When possible, the team used free on-
line e-learning platforms and tools like LinkedIn Learning or Coursera 
since they had built-in ways for students to prove their proficiency.

The team delivered the program entirely online, using Brightspace. 
Use of an LMS assisted in monitoring and assessing the effectiveness 
of the CAP curricula’s objectives. The weekly curriculum survey also 
offered an opportunity to solicit any access issues. Additionally, CAs 
could raise concerns asynchronously via the CAP Discord tool.

The asynchronous delivery allowed students access to the course 
materials at their convenience. Supplemental material was available 
to CAs via Brightspace and a shared CAP Google Drive. The team 
also used external content from platforms such as YouTube, but the 
downside was that this approach relied on provider availability of 
the provider for access. The team created as much video content as 
feasible during this sixteen-week session.

The research team recorded all Brightspace data, including student 
progress and assessments, in a separate Google Drive accessible 
only to the research team. In addition to this data, the researcher 
also collected qualitative data from Qualtrics survey results. This 
survey captured participant self-evaluations. This multi-faceted 
approach to data collection allowed the team to understand the am-
bassadors’ experiences with the curricula and evaluate the efficacy 
of the nontechnical KSAs developed through the program.

2.4.	 Participants/Sample

The team employed purposive sampling to select partici-
pants who met specific criteria. The initial sample consisted of four 
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bronze-level CAs hired onto the spring 2023 CAP cohort. However, 
one participant withdrew from the program before its completion, 
leaving three participants for the study. The participants were 
undergraduate students who had not yet gained significant work ex-
perience in the CS field. They were selected based on their potential 
to develop the nontechnical KSAs identified in the study. Additionally, 
the participants represented historically underrepresented demo-
graphics in the CS and IT disciplines.

The three participants were diverse regarding their demographic 
backgrounds, including gender and ethnicity. All participants had 
completed introductory courses in their cybersecurity program and 
expressed interest in pursuing a career. The participants were highly 
motivated and committed to developing their skills in the CAP program.

Pilot participant demographics were relatively diverse. Of the am-
bassadors who completed the pre-survey, 75 percent identified as 
Caucasian, and the remaining 25 percent identified as Black. Data 
showed an even split between male and female participants. About 
half of the participants had earned a bachelor’s or associate’s degree, 
while the other half had some college education but no degree. It is 
worth noting that none of the cohorts had previous experience in 
the field of CS or had served in the US Armed Forces. As a result, the 
participants in this study represent a historically underrepresented 
group in the CS workforce and highlight the need to diversify the field.

2.5.	 Data Collection

The CAP used free software or software provided at no cost 
to students enrolled in the UMS. This software included programs 
from Brightspace Learning Management System (LMS), Microsoft 
365 (Word, Excel, PowerPoint, etc.), Google Workspace (Gmail, Slides, 
Drive, etc.), and standalone programs like Canva, Discord, Trello, 
Zoom, and Zotero. The research team required the CAs to agree to 
the end-user license agreements (EULAs) and privacy policies of the 
software mentioned above. Researchers did not gather data from 
tool use. Instead, qualitative exploration using the web application 
Brightspace and a Qualtrics survey were collection tools.

Brightspace is USM’s LMS and offers features to conduct online as-
sessments, host discussion forums, and deliver remote instruction to 
students. Students were familiar with the tool before joining CAP–the 
study design generated data from participants’ interactions with the 
content disseminated via Brightspace. Like the above software, stu-
dents had to accept the EULA and data privacy policy for Brightspace 
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before enrolling in USM’s online courses. By extension, participants 
in the 16-week CAP curricula had to opt into the Brightspace privacy 
policy to participate in the study.

Instead of using personally identifiable information (PII) such as the 
ambassadors’ first or last name or email address, the team coded 
and anonymized all student data. Researchers used randomly gener-
ated identification numbers for all participants. As with Brightspace, 
students who used Google Drive, Gmail, or Slides had to accept the 
privacy policies and any EULAs of that software before participating 
in the study.

3.	 Results
3.1	 Qualitative Results

During the study, researchers discovered that not all partic-
ipants provided feedback every week due to the modules’ omission 
in weeks 10 through 15. This erratic feedback was a Brightspace 
survey limitation because the system mapped them in advance and 
did not update with an evolving curriculum. Additionally, the initial 
implementation of the survey radio option in Brightspace improperly 
grouped data. That idiosyncrasy affected the count of each value on 
any question using a Likert scale.

For instance, one of the survey questions asked participants to rate 
their agreement with the statement “The content was relevant to the 
weekly learning objectives” on a scale of 1 to 5, with one being strongly 
disagreed and five being strongly agreed. While the survey accurately 
captured participants’ written responses, the data grouping was 
inaccurate, which could have impacted the analysis of the data (Fig. 1).

# Statement Strongly 
Disagree

Disagree Neutral Agree Strongly 
Agree

1 The content was relevant to the weekly 
learning objectives.

2 The content was well-organized and easy 
to understand.

3 The learning activities and assessments 
were effective in reinforcing the content.

Figure 1. Likert Scale Questions in the Brightspace Survey. It demonstrates a 
partial evaluation of the Brightspace curriculum modules. This figure is an April 
1st, 2023 snapshot.
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To address the data grouping issue, the team created individual sur-
veys for each curriculum module and released them to participants 
who had not yet provided feedback for weeks 10 through 15. This 
approach allowed for the accurate capture of data related to each 
module. The team also created individual surveys for weeks one 
through eight but hid them from users to prevent data duplication 
and use in future semesters. Individual surveys for each module 
allowed for a more detailed analysis of the feedback received, which 
will inform the ongoing development of the CAP curriculum.

The purpose of this study was to evaluate the impact of a cyber-
security professional development curriculum on the skills and 
knowledge of participants. The pre-and post-curricula measured 
changes in confidence levels and understanding of various KSAs. 
The results of the pre-curricula survey indicate that participants 
generally had a moderate level of confidence in their presentation, 
written communication, negotiation, and crisis management abilities, 
with mean scores ranging from 3.25 to 4.5 out of 5. Participants also 
demonstrated a moderate understanding of cybersecurity com-
pliance and legal and regulatory requirements, with a mean score 
of 3.25 out of 5. However, participants reported lower confidence 
levels in their ability to resolve cybersecurity problems and seek out 
cybersecurity news and information, with mean scores of 2.75 and 3 
out of 5, respectively.

After completing the cybersecurity professional development 
curriculum, participants reported significant improvements in their 
confidence levels and understanding of various skills and knowledge 
domains (Fig. 2).

304

Lori L. Sussman    Zachary S. Leavitt



www.acigjournal.com    ACIG, VOL. 2, NO. 1, 2023    DOI: 10.60097/ACIG/162858

Figure 2. Comparison of the Pre- and Post-Curricula Averages. It depicts a 
comparison of the change of averages between the pre-and post-curricula KSA 
inventory surveys.

The post-curricula survey results show that participants’ confidence 
levels increased significantly in all domains, with mean scores rang-
ing from 4.33 to 5 out of 5. Participants also reported a substantially 

0 1 2 3 4 5 6

I am confident with my presentation skills

I know how to develop positive
customer relations

I know how to resolve
cybersecurity problems

I am confident with my written
communication skills

I work effectively with my peers

I am confident in facilitating teams
and teamwork

I seek out cybersecurity news and
information on security related topics

I am adaptable

I have a professional demeanor

I am confident in my negotiation skills

I understand the ethical requirements
of a cybersecurity professional

I am able to successfully manage my stress

I am a leader

I am knowledgeable of core
business processes

I use computers effectively

I am knowledgeable of cybersecurity
compliance, legal and regulatory requirements

I can manage crisis situations

I am capable of using information for
decision making

I am knowledgeable of, and can conduct
cybersecurity related training 

Pre-curricula Mean Post Curricula Mean

Comparison of the Pre & Post-Curricula Averages
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higher understanding of cybersecurity compliance and legal and reg-
ulatory requirements, with a mean score of 4.67 out of 5. Moreover, 
participants reported a significant improvement in their ability to 
resolve cybersecurity problems, seek out cybersecurity news and 
information, and effectively work with peers, with mean scores 
ranging from 4.33 to 5 out of 5 (Fig. 2).

3.2.	 Quantitative Results

The quiz design included a pool of questions and displayed 
ten randomly to the student. There was no time limit, but they only 
got one attempt. Assignments had a rubric to assure objective and 
consistent grading by faculty and graduate assistants, but the feed-
back was either “pass” or “redo” (Tab. 4).

Table 4. Pilot Results.

Assessment Title Student A Student B Student C

Quiz Handbook Knowledge 97.23% 100.00% 97.23%

Quiz Professional Demeanour 100.00% 80.00% 90.00%

Quiz Ethics in Cybersecurity 60.00% 50.00% 50.00%

Graded 
Assignment Article Review Pass Pass Pass

Graded 
Assignment Handout Creation Pass Pass Pass

Graded 
Assignment

Presentation Deck 
Creation Pass Pass Pass

Graded 
Assignment Progress Reports Pass Pass Pass

Graded 
Assignment Discussion Posts Pass Pass Pass

Graded 
Assignment After Event Reflection Pass Pass Pass

The students showed consistency of mastery of the handbook and 
professional demeanour content. However, there was consistent 
underperformance in the cybersecurity ethics topic.
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4.	 Discussion
This study assessed the CAP curricula’ effectiveness in devel-

oping targeted nontechnical KSAs among bronze-level ambassadors 
using qualitative and quantitatively collecting instruments. The team 
formulated three research questions to guide the study toward 
its intended purpose. First, the results indicated that the 16-week 
bronze-level CAP curricula enhanced participants’ skills and knowl-
edge in various domains. In addition, the significant improvements 
in their confidence levels and understanding of the topics indicated 
the move from novice to advanced beginner stages. Based on these 
findings, the data suggests that this program should continue to use 
this repeatable process and start working on the curriculum to help 
students move from beginner to advanced beginner signpost stages.

4.1.	 Qualitative Findings

The qualitative data indicated that the participants saw the 
opportunity to work on meaningful projects, have clear objectives for 
evaluation, and get practical experience as the most valuable aspect 
of the internship. The feedback from their self-assessments indicated 
increased confidence in all graded areas. The slight declination in 
professional demeanour may have been due to the combination of 
low objective quiz scores despite high pass rates on the assignments. 
Regardless, these students uniformly appreciated the chance to 
apply what they learned in the classroom to real-world situations 
and work alongside experienced industry professionals. To this point, 
one student said the following,

This experience has contributed to enhancing my professional 
attitude, and as a result, my self-perception has changed. I now 
have increased confidence in presenting in public and explain-
ing cybersecurity terms to nontechnical individuals, which 
means I have gained confidence in my ability to communicate 
effectively with diverse audiences.

The survey feedback indicated that this internship program provided an 
excellent work culture with sufficient supervision and feedback to grow. 
The qualitative data showed that CAP provided a supportive and inclusive 
work environment, and the curriculum helped gain future employment.

4.2.	 Quantitative Findings

There could be many reasons the students performed well in 
the first two quiz areas but not the third. It could be due to differences 
in interest, motivation, learning style, or prior knowledge. For example, 
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Student A might have a strong interest in Handbook Knowledge and 
Professional Demeanour content and might have prior knowledge or 
experience in these areas. On the other hand, Student A might have 
less interest or prior knowledge of cybersecurity ethics.

The assessment may not be a good measure of student learning 
or mastery. For example, the evaluation might not align with the 
learning objectives or might not be measuring the right skills or 
knowledge. For this reason, the research team is reworking the 
ethics module and quiz questions.

Finally, the underperformance could explain why students self-re-
ported less confidence in their professional demeanour at the end 
of the program. The researchers did categorize ethics as a subcate-
gory for the students. They may have seen their lack of quantitative 
performance on the quiz as a reason to question their mastery of 
content in this area. The interviews indicate the plausibility of this 
explanation. The student feedback was that the experiences on the 
quiz and with different vulnerable populations made them self-aware 
that they had more to learn. The researchers discovered that they 
must make professional demeanour mastery at the novice, beginner, 
and advanced beginner levels clearer to students. In this case, they 
had novice mastery. Still, they expected a higher level of skills usually 
commensurate with Silver/Tier 2 level, thus reporting a decrease in 
anticipation of further skill mastery in this area.

4.3.	 Findings Based on Mixed Methods

The first research question explored the creation of an 
objective baseline instrument for participants. The one developed 
using the NICE Workforce Framework, and the Five-Stage Model 
of Adult Skill Acquisition provided an effective tool. The data from 
this survey showed that students self-identified as having a solid 
foundation in various CS KSAs, according to the comparison of the 
pre-and post-curricula surveys of bronze-level ambassadors enrolled 
in corresponding CAP curricula. The pre-curricula poll revealed that 
most students already felt confident and proficient in these subjects, 
with mean values above 3.5 for most skills. However, the post-cur-
ricula survey showed that the students’ confidence and proficiency 
in some of these areas had increased even further, with mean values 
for several skills rising above 4.5.

The higher variability in some skills, such as leadership and core busi-
ness processes, suggests that some students needed more practice 
in these areas. In addition, while the post-curricula survey showed 
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an improvement in confidence and proficiency for these KSAs, their 
mean values remained below 4.5, indicating that there is still room 
for improvement.

The second question dealt with curriculum flexibility. The conceptual 
model allowed the team to develop questions to identify critical 
nontechnical KSAs that help ambassadors progress from novice 
to beginner and evolve the content accordingly. The data analysis 
shows that the CAP curricula design, which included written commu-
nication, customer service, and stress management, helped develop 
these critical skills despite students being at different skill levels 
and needing to absorb the content at different speeds. Students 
developed skills through lectures, reading, and hands-on activities. 
This experiential learning provided students with a comprehensive 
understanding of concepts and necessary nontechnical KSAs when 
they were most available to absorb the content.

The third research question explored objective measuring approach-
es for monitoring students’ progress from novice to advanced 
beginner. The findings show that the 16-week CAP curricula used 
various assessment methods to measure student progress, including 
formative assessments, quizzes, and activities. These assessments 
helped to evaluate students’ mastery of the nontechnical KSAs cov-
ered in the curriculum.

Overall, the data analysis shows that the CAP was influential in devel-
oping nontechnical KSAs among students. The program’s curriculum 
design, assessment methods, and andragogical learning elements 
helped foster these skills development. Therefore, the researchers 
achieved the purpose of the study, which was to assess the effective-
ness of the CAP curricula in developing targeted nontechnical KSAs 
among bronze-level ambassadors.

However, it is vital to acknowledge the study’s limitations and discrep-
ancies in its findings. For example, the study’s small sample size limits 
generalizability. Additionally, the single geographical location may also 
be a limiting factor. Nonetheless, the findings provide valuable insights 
into the program’s effectiveness in developing nontechnical KSAs and 
can inform the development of similar programs in the future.

5.	 Conclusions
The study’s findings have several implications for individuals 

and organizations involved in CS education, training, and awareness. 
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First, the results provide insight into the effectiveness of the 16-
week bronze-level CAP curriculum in developing nontechnical KSAs 
among bronze-level ambassadors and emphasize the importance of 
addressing the current CS skills gap.

The data analysis showed that the CAP curriculum design, assessment 
methods, and elements of andragogical learning could help bridge 
the CS skills gap and equip individuals with necessary nontechnical 
KSAs. This finding is significant for individuals seeking to improve 
their nontechnical KSAs and organizations and institutions seeking 
to develop the next generation of the CS workforce.

In addition, the study’s findings have implications for transformative 
learning and leading. For example, the CAP curriculum design, which 
focused on communication, customer service, and stress manage-
ment, helped foster the development of students’ critical thinking 
and problem-solving skills. These skills are essential for transform-
ative learning and leading, enabling individuals to address complex 
problems and make informed decisions.

The data generated showed that the demand for CS skills continues 
to grow. The Bureau of Labour Statistics projects that “employment 
in computer and information technology occupations is projected to 
grow 15 percent from 2021 to 2031, much faster than the average for 
all occupations” [13]. This data highlights the need for individuals to 
develop and hone nontechnical KSAs to remain competitive in the 
job market.

Furthermore, the study’s findings contribute to the larger literature, 
knowledge, and practice in CS education and training. Finally, the 
results provide insights into the effectiveness of nontechnical KSAs 
in addressing the CS skills gap and offer recommendations for devel-
oping similar programs in the future.

This study’s findings have practical implications for individuals, com-
munities, organizations, and institutions involved in CS education 
and training. The results highlight the importance of developing and 
honing nontechnical KSAs and offer insights into practical methods. 
The data generated from the proposal also underscore the need for 
individuals to acquire these skills to meet the growing demand for CS 
talent. Additionally, the study’s findings have implications for trans-
formative learning and leading and contribute to the larger body of 
literature, knowledge, and practice for CS education and training. For 
this reason, CAP provides an excellent point of departure for other ac-
ademic institutions interested in starting their version of the program.
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5.1.	 Implications

The study’s findings have several implications for indi-
viduals and organizations involved in CS education, training, and 
awareness. First, the results provide insight into the effectiveness of 
the 16-week Bronze-level/Tier 1 CAP curriculum in developing non-
technical KSAs among novice students by addressing the current CS 
skills gap. The team used skills verified by compliance organizations 
and hiring managers.

Data analysis showed that the CAP curriculum design, assessment 
methods, and elements of andragogical learning could help bridge 
the CS skills gap and equip individuals with necessary nontechnical 
KSAs. This finding is significant for individuals seeking to improve 
their nontechnical KSAs and organizations and institutions seeking to 
develop the next generation of the CS workforce. The team also noted 
a unifying effect that served to nurture students from underrepre-
sented populations – that sense of purpose and belonging supported 
undergraduate cybersecurity classes where they were the minority.

In addition, the study’s findings have implications for transformative 
learning and leading. For example, the CAP curriculum design, which 
focused on communication, customer service, and stress manage-
ment, helped foster the development of students’ critical thinking 
and problem-solving skills. These skills are essential for transform-
ative learning and leading, enabling individuals to address complex 
problems and make informed decisions. As a result, CAP students 
achieved student leadership recognition at disproportionately 
higher rates than their peers.

The data generated from the proposal also showed that the demand 
for CS skills continues to grow. For example, the Bureau of Labour 
Statistics projects that “employment in computer and information 
technology occupations is projected to grow 15 percent from 2021 
to 2031, much faster than the average for all occupations” [13]. This 
employment data highlights the need for individuals to develop and 
hone nontechnical KSAs to remain competitive in the job market.

Furthermore, the study’s findings contribute to the larger body of 
literature, knowledge, and practice in CS education and training. 
Finally, the results provide insights into the effectiveness of nontech-
nical KSAs in addressing the CS skills gap and offer recommendations 
for developing similar programs in the future.

This research has practical implications for individuals, communi-
ties, organizations, and institutions involved in CS education and 
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training. The results highlight the importance of developing and 
honing nontechnical KSAs and offer insights into practical methods. 
The data generated from the proposal also underscore the need 
for individuals to acquire these skills to meet the growing demand 
for CS talent. Additionally, the study’s findings have implications 
for transformative learning and leading and contribute to the 
larger body of literature, knowledge, and practice in CS education 
and training.

5.2.	 Recommendations

Based on the conclusions drawn from the findings of this 
study, the following recommendations may improve CS education 
and training. First, more organizations must develop and implement 
similar CS education and training programs. Second, organizations 
and institutions involved in CS education and training should devel-
op and implement programs targeting nontechnical KSAs, such as 
communication, customer service, stress management, and critical 
thinking. The 16-week CAP curriculum design, assessment methods, 
and elements of andragogical learning can serve as a model for 
developing and implementing such programs aimed at developing 
these nontechnical KSAs in students with varying degrees of experi-
ence. Third, researchers should conduct more studies to adapt such 
programs based on workforce demands.

Similarly, one cannot overstate the importance of including 
nontechnical KSAs in CS education and training. CS education and 
training programs should include nontechnical KSAs to enhance 
the effectiveness of their training programs. Incentives such as 
micro-learning and micro-credential opportunities are motivation-
al and ways to assure assessment credibility. Organizations such 
as the Educational Design Lab (EDL) offer targeted micro-badges, 
including collaboration, creative problem-solving, critical thinking, 
oral communication, and resilience, which helped form the CAP 
curricula assessment tools.

Finally, the program fosters unique collaboration and peer learn-
ing, keeping students on track to graduate on time. Organizations 
and institutions could foster similar cooperation and camaraderie 
among students. A CAP-like program promotes peer learning, en-
hancing the effectiveness of its CS education and training programs. 
Peer learning opportunities, such as those provided by the CAP 
Podcast and the CAP Cyber Bowl, can promote leadership oppor-
tunities and collaborative engagement while developing students’ 
nontechnical KSAs.
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5.3.	 Reflections

This study explored developing and implementing a six-
teen-week CAP curriculum targeting nontechnical KSAs. The data 
showed that this program might effectively improve the acquisition 
of nontechnical KSAs in participating students. The study highlights 
the importance of nontechnical KSAs in building a culture of CS and 
bridging the CS skills gap. The findings suggest that the CAP curricu-
lum can effectively develop students’ nontechnical KSAs related to CS 
and contribute to improved CS awareness and behaviour, ultimately 
protecting organizations, customers, and assets from cyber threats. 
This enrichment for any student, especially those from underrep-
resented populations, provides the cybersecurity workforce with 
an entry-level worker performing at a higher-than-expected level 
of competency.

The baseline and progress made by the pilot group showed that 
nontechnical KSAs play a critical role in cybersecurity education 
and student confidence. This study underscores the importance 
of nontechnical KSAs in cybersecurity education and highlights the 
potential of education and training to bridge the cybersecurity skills 
gap. In addition, the findings suggest that developing nontechnical 
KSAs can improve CS awareness and behaviour, ultimately protecting 
organizations, customers, and assets from cyber threats.

The exploration of curriculum flexibility was a critical aspect of 
program success. Developers effectively developed content that 
provided students with a CS context for these nontechnical KSAs. 
In addition, the sequential and progressive nature of the modules 
allowed students to apply learning in novel situations. For example, 
they could improvise while presenting, thus leading to positive cus-
tomer relations, better use of computers and computing tools, fluid 
presentation skills, better-written communication skills, working 
more effectively with peers, adaptability, intellectual curiosity, man-
aging personal stress, and maintaining a professional demeanour. 
These skills are essential for individuals seeking to pursue a career 
in cybersecurity and line up well with the next tier as Silver/Tier 2 
Cybersecurity Ambassador.

Finally, the CAP curriculum can be adapted and applied in different 
learning environments. The study highlights the potential of the CAP 
curriculum to be adapted and used in K-12, community colleges, or 
technical schools. Additionally, a micro-credential would add incen-
tives and benefit individuals and employers by providing a clear and 
recognized standard for evaluating job candidates’ nontechnical 
CS skills.
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As the literature indicated, the workforce demand for skilled cyberse-
curity talent has exceeded its supply for numerous consecutive years. 
Historically, the pedagogical approach was to identify and create 
curricula for the most in-demand technical knowledge, skills, and 
abilities (KSAs). However, recent research suggests adding a core set 
of nontechnical KSAs that employers seek after. This study explores 
the codification of a nontechnical curriculum for a cybersecurity 
internship program at the University of Southern Maine (USM). The 
USM faculty created the Cybersecurity Ambassador Program to serve 
students and the community. The service to students was to make 
them more attractive to employers. The benefit to the community 
was to provide cybersecurity awareness training to vulnerable pop-
ulations. This discussion about the USM CAP serves as a case study 
for other programs considering this type of enrichment using an 
internship model.

CAP started as an informal program but needed repeatable blue-
prints. The researchers designed these lesson plans to help students 
progress from novices to competent in crucial nontechnical skills de-
lineated in the National Initiative for Cybersecurity Education (NICE) 
Workforce framework. The team used a mixed methods approach 
to baseline Tier 1/novice students’ skill levels, place them in a cyber-
security enrichment program, track their progress, and determine 
program efficacy in helping them achieve beginner status. The infor-
mation shared can serve as a point of departure for a case study that 
might guide other programs interested in doing similar work. Overall, 
this study offers valuable insights into the effectiveness of the CAP 
curriculum and suggests promising areas for further research and 
development in cybersecurity education and training. In addition, 
it provides a valuable contribution to cybersecurity education and 
training, with potential benefits for individuals, organizations, and 
communities alike.
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