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Letter from the Editor-in-Chief

Aleksandra Gasztold

Dear Esteemed Readers,

It is with great pleasure that I introduce the 2024 volume of Applied 
Cybersecurity & Internet Governance (ACIG). From technological 
advancements to increasingly sophisticated threats, 2024 has been 
a year of disruption and progress, highlighting the resilience of the 
cybersecurity community. This issue addresses the critical aspects 
shaping the current digital ecosystem, with contributions that high-
light the breadth and depth of research in cybersecurity studies. 
The diversity of topics illustrates the complexity of contemporary 
challenges and the innovation required worldwide to address them.

We begin with an interview with Mary Ellen Zurko’s ‘The Future of 
Security Empowerment and the Evolving Methodologies Essential 
to Counter Rising Threats’, which provides a forward-looking 
perspective on adapting to an ever-changing threat landscape. 
Similarly, Enescan Lorci’s ‘Assessing Power and Hierarchy in 
Cyberspace: An Approach of Power Transition Theory’ offers a 
theoretical framework to understand shifts in global cyber power 
dynamics. Furthermore, ransomware, a growing and persistent 
threat, is explored in depth by Joshua Jaffe and Luciano Floridi in 
‘Ransomware: Why It’s Growing and How to Curb Its Growth’. 
Their work addresses the alarming rise in ransomware attacks and 
proposes actionable strategies for mitigation. On a related note, 
Cosimo Melella, Francesco Ferazza and Konstantinos Mersinas 
examine geopolitical dimensions in ‘Disjointed Cyber Warfare: 
Internal Conflicts among Russian Intelligence Agencies’, while Ignas 
Kalpokas discusses the technological underpinnings of disinforma-
tion in ‘Post-Truth and Information Warfare in Their Technological 
Context’. 

To address critical cybersecurity challenges, we present the research 
article by Mateusz Nawrocki and Joanna Kołodziej, ‘Vulnerabilities of 
Web Applications: Good Practices and New Trends’ and ‘Redefining 
Systemic Cybersecurity Risk in Interconnected Environments’ by 
Giacomo Assenza, Alessandro Ortalda and Roberto Setola. 
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Moreover, emerging technologies are also at the forefront of 
the issue, with ‘Optimising 5G Network Slicing with Secure Key 
Management Techniques’ by Kovid Tiwari, Devraj Vishnu and 
Saravanan D, alongside ‘AI in Disinformation Detection’ by Julia 
Puczyńska and Youcef Djenouri. These papers exemplify how inno-
vation can both strengthen and challenge cybersecurity practices. 
They show the dual nature of technological advancements as both 
tools for defence and avenues for exploitation.

Broader perspectives on resilience and policy are presented through 
insightful analyses. The human element in cybersecurity remains 
critical with contributions such as Morice Daudi’s ‘Exploiting 
Human Trust in Cybersecurity: Which Trust Development Process 
Is Predominant in Phishing Attacks’. We also present regional per-
spectives. Mikkel Storm Jensen’s ‘Denmark’s Sector Responsibility 
Principle: A Tedious Cyber Resilience Strategy’ examines a national 
framework for resilience, while Klara Dubovecka’s study on phish-
ing vulnerabilities among university students emphasise the impor-
tance of understanding human behaviour and trust dynamics. 
Paweł Zegarow and Ewelina Bartuzi’s ‘Psychological Analysis of 
Influence Methods in Deepfake Content and Development of the 
DEEP FRAME Tool’ explores the cognitive vulnerabilities exploited in 
misinformation campaigns. The study ‘An Analysis of Cybersecurity 
Policy Compliance in Organisations’ by Hugues Hermann Okigui, 
Johannes Christoffel Cronjé, and Errol Roland Francke examines 
factors influencing organisational compliance with cybersecurity 
policies, highlighting insider threats, phishing, behavioural resis-
tance and enforcement challenges. These articles provide evidence 
of the need for continued investment in awareness and education 
to address human factors in cybersecurity.

We conclude Volume 4 with a commentary, ‘Jobs Exposure to 
Generative AI: Ongoing Study by NASK-PIB and ILO’ by Marek 
Troszyński who examines the impact of generative AI on the labour 
market and presents an ongoing study by NASK-PIB and the ILO 
that aims to develop an index to estimate job exposure to AI-driven 
automation in Poland.

Reflecting on 2024, it is evident that resilience has become a defin-
ing theme. For this reason, The European Union (EU) adopted the 
Cyber Resilience Act (CRA), which establishes uniform cybersecurity 
requirements for digital products to ensure their security across 
their entire lifecycle, from design to market. The CRA also addresses 
gaps in existing regulations and seeks to harmonise cybersecu-
rity measures across the EU. This shift from a prevention-focused 
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approach to a sustainability-driven strategy has proven essential, 
as organisations increasingly acknowledge the inevitability of cyber 
incidents. Preparedness, detection, response, recovery and adap-
tation are now recognised as critical pillars for maintaining opera-
tional continuity and security in an interconnected world.

Looking ahead to 2025, emerging challenges such as quantum com-
puting, generative AI and increasingly complex cyber ecosystems 
will demand innovative solutions and collaborative efforts. The 
insights and research shared in this issue will undoubtedly inform 
and inspire the cybersecurity community in addressing these future 
challenges.

I extend my gratitude to our authors, reviewers and readers for 
their dedication and support. Together, we continue to advance the 
field and strengthen the foundations of cybersecurity.

Wishing you a (cyber) secure 2025,

Aleksandra Gasztold
Editor-in-Chief

www.acigjournal.com
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The Future of Security 
Empowerment and the Evolving 
Methodologies Essential to 
Counter Rising Threats

Mary Ellen Zurko | MIT Lincoln Laboratory, United States |  
ORCID: 0000-0002-9427-1607

Prof. Mary Ellen Zurko was interviewed by Prof. Aleksandra Gasztold 
online on 4 December 2024

Drawing from your extensive experience in usable security, 
what lessons can be applied to the fight against disinformation?

For starters, thank you for inviting me to share my insights 
on the future of security empowerment and evolving methodol-
ogies to counter those threats. While I’m a technologist with CS 
degrees from MIT, how humans interact with technology has been 
a continuing interest of mine, going back to my bachelor’s thesis 
(I won’t name the year!), and my first job in cybersecurity, where I 
owned the UI (because no one else wanted to). 

I’ve been active in the usable security research community since 
defining the area in 1996 (no one had put a name to it, though sev-
eral others were doing it). One observation from my work in cyber-
security and usable security is that the same patterns and lessons 
recur (although it is hard to predict WHICH will recur when things 
change). 

Also, I tend to be careful about using the terms disinformation, 
misinformation, and mal-information. They have different defini-
tions, at least in the research community, that have to do with the 
intention of the source and sender. Misinformation is the term that 
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assumes the fewest ill intentions, and again, because I’m a technol-
ogist, I use that one when talking in generalities that do not involve 
known ill intentions on the part of all sources. 

So, actually back to your question. I would say most generally one 
of the lessons from usable security is that technologists often strug-
gle to predict how humans will react to new technologies, including 
misinformation. Early research in usable security found pretty rap-
idly that we had to actually test or otherwise measure how people 
would respond to new technology, its new uses, and the threats it 
imposes on them. Not entirely realistic, very controlled in-lab test-
ing would yield responses different from measuring what people 
do “in the field” (that’s what we call “in real life”). 

How can effective warnings be designed to combat 
disinformation, and what lessons can be drawn from Facebook’s 
approach to addressing misinformation and user engagement?

So I want to say my first lesson on misinformation was 
well before college (again, not naming the decade), when I saw an 
elderly relative regularly reading a newspaper I had never heard of, 
called the Weekly World News. This was a tabloid of mostly fictional 
“news”, whose most memorable headline was “Bat Child Found 
in Cave!”. The stories were all largely impossible, but explained in 
terms that made them sound both plausible and quite sensational. 
She paid money for that newspaper, and we were not people who 
had a lot of money for unnecessary items. Thus my first lesson, 
people will actually go out of their way and pay good money to con-
sume misinformation. 

Facebook’s initial response to misinformation was to identify 
it. That didn’t make Nana avoid it, and it didn’t do much for the 
Facebook population either. It’s said that in some cases it attracted 
people instead. And again, it certainly attracted my Nana. The 
usable security community has a very long background in research-
ing how users respond to security warnings. I would say one of the 
takeaways from that is that if the security warnings themselves are 
equivocal, if they can’t be certain and clear about the harm, if it’s 
only the vague possibility of harm, users will click through them, at 
an increasing rate as they get accustomed to seeing them time and 
again. So Facebook changed their initial approach from a vague 
warning, to a “disputed” flag, with pointers to related articles, 
which countered or debunked the misinformation [1, p. 4]. I’d also 
say they have the luxury to test “in the field” and at scale, and that 
was what they were doing. 

[2]
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In your work, you emphasize the importance of layered 
defenses, which involve applying a combination of strategies 
to create a comprehensive system for countering information 
manipulation. Could you elaborate on this approach, including its 
technical, educational and warning layers?

Yes, thank you. I’m not only a researcher; I’ve worked on 
product. I was security architect for one of IBM’s first cloud prod-
ucts. One critical lesson I learned is that securing a system requires 
viewing it holistically, as a system with all kinds of layered defenses. 
Layering technical defenses, called “defense in depth”, is consid-
ered best practice. When humans are involved, making choices and 
getting things done, then those layered defenses need to include 
the human, but not get in the way of what they are doing. The evo-
lution of anti-phishing defenses is a great example. Technology 
alone can’t be sure that an email is phishing (or worse still, tar-
geted spear phishing). Various technical responses are unsatis-
factory alone, since they can’t be sure. Even with anti-phishing 
education, both the technology and the human can be tricked 
by ever evolving attacks. Some percentage of users will fall for a 
strong targeted phishing attack, even when technology, education, 
and warnings have done their level best (in part because they were 
also doing their level best on email that wasn’t phishing). So the 
system needs to be designed not only to defend against threats but 
also to anticipate and mitigate the impact of inevitable breaches 
and breakdowns. 

You and your team have developed the CIOTER system, 
which integrates these principles into a robust and scalable testbed. 

Yes, thank you. Sorry to interrupt you mid point! I have 
a passionate belief in the importance of testing, in both cyberse-
curity and usable security. So the goal of developing a testbed for 
Countering Influence Operations (the CIO in ‘seaotter’), by testing 
the technology involved and the human use of that technology is 
an exciting one for me. 

Can you explain the CIOTER system that you and your 
team developed. Can you present its purpose, design principles, 
and potential applications in evaluating and advancing tools for 
information operations?

I’ll try to keep it crisp, but any reader interested in all the 
wonderful details can read our published paper “A Testbed for 
Operations in the Information Environment” [2]. 

[3]
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CIOTER focuses on building testbed capabilities for assessing tech-
nology used in Operations in the Information Environment; tech-
nology used to detect and counter misinformation and its cousins. 
It is inspired in part by cybersecurity testbeds, which are used 
extensively in education, technology training, and exercises in 
cybersecurity skills. While cybersecurity testbeds largely focus on 
network and host based attacks and defenses, our OIE focus is on 
testbed capabilities that focus on human-readable data and con-
tent, services like social media, and how human operators can work 
with tools to detect and counter misinformation. 

We’ve designed our capabilities to be reusable, redeployable, and 
reconfigurable, so that they can be used in a variety of contexts, 
and can interoperate with and complement cybersecurity testbeds. 

How does CIOTER’s modular architecture facilitate 
the integration of emerging technologies or adaptation to new 
adversarial tactics in information operations?

From a technical infrastructure perspective, CIOTER’s 
modularity is achieved through containerization, allowing mix and 
match with different technologies that process content that might 
include misinformation in any format; text, memes, videos. A signif-
icant focus of CIOTER is on the content pipeline, which not only pro-
cesses information but also archives and curates different datasets 
that can represent different adversarial tactics and technologies 
over time. We can even iteratively test technologies that generate 
and detect technical changes in content, such as modifications 
using different forms of AI or ML [3]. 

In the context of combating disinformation, how does 
CIOTER contribute to the development of tools like deepfake 
detection or authorship verification systems? 

Both deepfake detection and authorship verification are 
fairly mature uses of AI technology to detect misinformation. There 
are curated datasets available, and competitions with established 
metrics for how well a piece of technology does over a specific data-
set. CIOTER can be used to try out a new technology, or an estab-
lished technology over a dataset modified with a new or different 
approach. Our extensible metrics engine has all the accepted met-
rics for success of AI on these tasks, and can be modified with new 
ones that are tuned to different tradeoffs in things like false warn-
ings. For example, we compared the performance of a specific deep-
fake detection approach over a corpus that included AI generated 

[4]
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deepfakes, and another dataset representing a different threat 
model; manually modified images (sometimes called “cheap fakes”). 

Which aspects of disinformation are most easily analyzed 
using CIOTER? Does the system allow for the evaluation of the 
effectiveness of counter-disinformation campaigns?

We’ve got a cool “Over The Shoulder” capability that lets 
training organizers see how learners and operators are using tech-
nology for countering disinformation and other forms of adver-
sarial content. It records all the interactions for viewing during 
training, and analysis after the event. If a student is confused, or 
something goes wrong with the tool or how they used it, instruc-
tors can can replay the session to pinpoint the issue and help. If 
there was a ‘right’ answer and the learner didn’t identify it, grad-
ers can use the recording to give partial credit if the right keywords 
appeared, for example, by searching for them. CIOTER also includes 
dashboards that can show all kinds of activity during an event, for 
one participant, or a team. The measurements can be correlated 
with demographic information, so you can look at how different 
experience levels or roles influence tool use and task completion. 

Given the rapid evolution of social media platforms and 
adversarial techniques, how does CIOTER remain agile and relevant 
in addressing new threats?

One thing we all know is that social media platforms will 
come and go, evolve and change. The specific features at a point in 
time on a social media platform will mean different things at differ-
ent times (like the blue check on Twitter accounts), and “the algo-
rithm”, which determines what each individual sees, will change 
and effect the impact of both adversarial content and counter dis-
information content. To address this, CIOTER is designed to remain 
agile by incorporating a capability that can flexibly emulate a specific 
social media platform at a specific point in time, to allow for replay 
of curated datasets and generated content that reflects what it looks 
like in various platforms, under different, configurable assumptions. 

What do you see as the most critical areas for future research 
in countering influence operations? Are there specific technological 
or interdisciplinary advancements you believe are essential to 
developing more effective defenses against disinformation?

One lesson I learned from pioneering usable secu-
rity is how challenging it can be to publish research that crosses 

[5]
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established boundaries in existing conferences and journals. Rising 
PhDs and professors need to get their research published, so need 
to work in areas that are publishable. I’ve heard professors say that 
their research on countering influence operations can suffer from 
this problem; a cybersecurity venue might think it’s sociological 
research, and a sociological venue might point back to cybersecu-
rity publishing opportunities. Just focusing on cybersecurity prob-
lems, I’m on a National Academies study of Cyber Hard Problems, 
and recorded public testimony available on the website includes 
discussion of how many cybersecurity problems today go beyond 
just technical problems. 

Defending against disinformation and mal-information can involve 
not just cybersecurity and sociology, but psychology and even polit-
ical science. There aren’t a lot of venues that have specialist review-
ers in all those areas. Fostering the best research in countering 
malign influence operations will require building those communi-
ties and venues, that support interdisciplinary work. 

Mary Ellen Zurko is a technical staff member in the Cyber Operations 
and Analysis Technology Group at MIT Lincoln Laboratory. With over 
35 years of experience in cybersecurity and more than 20 patents, she 
defined the field of user-centered security in 1996. Zurko has worked 
in research, product development, and early prototyping, and was the 
security architect of one of IBM’s first cloud products. She is a found-
ing member of the National Academies’ Forum on Cyber Resilience 
and serves as a Distinguished Expert for the National Security 
Agency’s Best Scientific Cybersecurity Research Paper competition. 
Her areas of research focus on unusable security for attackers, zero 
trust architectures for government systems, security development 
and code security, authorization policies, high-assurance virtual 
machine monitors, the web, and public key infrastructure.
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Abstract
This study explores the application of Power Transition 

Theory (PTT) to cyberspace, aiming to establish a  comprehen-
sive framework for understanding and measuring cyber power. 
Utilizing PTT’s national power model, the research treats states as 
rational and unitary actors, integrating the rational actor model to 
assess state behavior in cyberspace. The objectives include defin-
ing cyber power, developing a novel metric for its evaluation, and 
categorizing states within a hierarchical structure of cyber power. 
By analyzing key components such as data resources, digital eco-
nomic strength, and cyber political capacity, the study provides 
a  nuanced understanding of cyber power dynamics. The results 
demonstrate that the traditional IR theories retain relevance in the 
cyber domain, offering a  valuable lens for comprehending global 
cyber governance and geopolitical competition. This foundational 
work sets the stage for future analyses of power transitions within 
cyberspace, highlighting the critical interplay between traditional 
power metrics and emerging digital landscapes.

Keywords 
power transition theory, cyber power, power assessment, internet 
population, digital economy, cyber political capacity
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1.  Introduction 

Following the inception of the internet, American policy-
makers recognized its potential significance not only in 

matters of security but also in terms of its economic and ideological 
impact [1, p. 78]. This critical role of the internet became particularly 
evident during the Clinton presidency, prompting the American gov-
ernment to take measures aimed at regulating the advancement 
and dissemination of internet-related technologies. In response to 
the increasing involvement of governments in cyberspace during 
this period, John Perry Barlow, a cyberlibertarian activist, composed 
his renowned “Declaration of Independence of Cyberspace” in 1996 
[2]. In this declaration, Barlow contended that cyberspace should 
remain free from the interference of governmental entities, assert-
ing that it is not a domain amenable to the practice of sovereignty 
by governments from the industrialized world. 

Barlow’s perspective emphasized that governments should not 
exercise hegemonic control over cyberspace. Despite the establish-
ment of the Internet Corporation for Assigned Names and Numbers 
(ICANN) in 1998, which granted the American government a signif-
icant degree of influence over cyberspace, the ideals of a free and 
open cyberspace, as well as the unimpeded flow of information, 
were conducive to furthering American objectives of disseminating 
liberal economic principles and democratic values worldwide in the 
post-Cold War era [3].

In this context, the United States has significantly influenced 
the progression of the internet and other Information and 
Communication Technologies (ICTs) within the global landscape, 
including cyberspace. Consequently, the governance of this emerg-
ing domain has been executed through a  model that aligns with 
American objectives, referred to as the “Multilateral Governance” 
model [4]. Under this model, decision-making authority over cyber-
space is shared among governments, non-governmental organi-
zations, private technology companies, and individual actors, all of 
whom influence the governance framework.

Nonetheless, over time, geopolitical dynamics have resurfaced and 
begun to extend their reach into the cyber realm, transforming 
cyberspace into a newfound arena for competition and power pol-
itics among major global powers [5]. The escalating dissatisfaction 
expressed by China and Russia concerning the existing structure of 
cyberspace, coupled with the United States’ aspiration to uphold 
its longstanding dominance in this domain, underscores the evi-
dent role of power politics in shaping 21st-century great power 
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competition over cyberspace [6]. In any competition, determining 
each participant’s position necessitates applying suitable metrics, 
which also holds true for the context of great power competition 
within the cyberspace realm. Assessing a state’s relative standing 
vis-à-vis others requires evaluating its power capacity to compete 
effectively in cyberspace.

Assessing national power is a well-established endeavor, tradition-
ally relying on metrics such as economic size, military prowess, pop-
ulation, and other tangible indicators. Nevertheless, the evaluation 
of cyber power presents a  distinctive and intricate challenge  [7]. 
Unlike conventional measures of national power, gauging cyber 
power is a  relatively novel and arduous task [8]. Addressing this 
complexity necessitates an initial endeavor to precisely define 
power within cyberspace. Only upon establishing a  clear concep-
tual framework for cyber power can a viable model for its measure-
ment be formulated [9].

Following cyberspace’s discernible impact on world politics, schol-
ars of international relations have displayed varied reactions. 
Some scholars have avoided incorporating cyberspace into their 
studies, relegating it to low politics. Others have perceived cyber-
space as a novel domain that defies the application of traditional 
international relations (IR) theories. In contrast, many international 
relations scholars have asserted that traditional IR theories can 
retain their relevance within cyberspace and have endeavored to 
apply them to the cyber domain.

For instance, Beltz and Steven adopted Barnett and Duvall’s taxon-
omy for national power and adapted it to cyberspace to concep-
tualize cyberpower [10, p. 33]. Similarly, Joseph Nye extended his 
notions of hard and soft power to the context of cyber power [11]. 
Despite their differing approaches, these scholars shared a  com-
mon belief in the potential utility of traditional IR theories within 
cyberspace. They contend that such theories can serve as valuable 
starting points in comprehending this emerging domain and the 
competitive dynamics that unfold within it.

In alignment with the abovementioned perspective, this research 
also subscribes to the notion that IR theories remain relevant and 
applicable in cyberspace. Embracing this belief, the study applies 
the Power Transition Theory (PTT) to cyberspace, aiming to achieve 
several objectives. Firstly, the research endeavors to define cyber 
power, offering a  novel metric for its assessment akin to the 
model presented by PTT for evaluating national power. Moreover, 
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beyond proposing a model for measuring cyber power, the study 
introduces a novel categorization scheme for states in cyberspace, 
classifying them into four distinct categories: global cyber leaders, 
cyber great powers, cyber-dependent powers, and non-cyber pow-
ers. This classification serves as a valuable contribution to the field, 
providing a nuanced understanding of the differing positions and 
roles assumed by states within the cyber domain. 

It is essential to clarify that the study does not address the concept 
of “power transition” within cyberspace at this initial stage. Instead, 
its primary aim is to define and propose a  novel measurement 
method for national cyber power, thereby positioning states within 
a hierarchical order. By borrowing PTT’s national power definition 
and measurement model, this research establishes the relevance of 
traditional IR theories to the cyber domain. This foundational work 
is crucial as it sets the stage for future analyses of power transitions 
in cyberspace, which can only be thoroughly examined once cyber 
power has been accurately measured using the proposed model.

Critics might argue that applying PTT to cyberspace without directly 
exploring “transition” dynamics is premature. However, this study 
is a preliminary effort to introduce an IR perspective on the defini-
tion and measurement of cyber power. It lays the groundwork for 
future research. The proposed model must be utilized to measure 
national cyber power comprehensively and subsequently explore 
the dynamics of power transitions within this context.

By applying traditional IR theory to cyberspace and demonstrat-
ing its applicability, this research addresses a  significant gap in 
the existing literature. It also puts forward an innovative model 
for measuring cyber power and provides valuable insights into 
the hierarchical structure of states within cyberspace. These sub-
stantial contributions offer a new lens to understand global cyber 
governance and geopolitical relations in this emerging and critical 
domain.

The study is organized as follows to achieve these objectives. First, 
it reviews the literature on definitions and measurements of cyber 
power, situating the research within existing scholarship and high-
lighting its contributions. Next, it discusses the hierarchical cat-
egorization of countries in cyberspace. Subsequently, the study 
provides a detailed exposition of PTT’s national power model, elu-
cidating its theoretical framework and approach to defining and 
assessing cyber power. This structured approach contributes to 
the international discourse on cyber power and sheds light on the 
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ongoing competition for cyber dominance among major global 
actors. By offering a comprehensive understanding of cyber power, 
its dynamics, and its impacts on global affairs, this research aims 
to inform policymakers about the implications of their actions in 
cyberspace, ultimately striving to create a safer cyber environment 
for all stakeholders.

2.  Intersection of Cyberspace, Power, and 
International Relations
According to Nye, the concept of power lacks a  univer-

sally accepted definition and remains subject to contestation, with 
individual interpretations reflecting one’s interests and values [11]. 
For instance, realist scholars in International Relations emphasize 
military power as a  cornerstone of national power [12]. On the 
other hand, liberal perspectives on power encompass a  broader 
spectrum, encompassing non-coercive means to achieve desired 
outcomes. In the constructivist framework, power is viewed as 
a socially constructed phenomenon influenced by prevailing ideas, 
norms, and identities. Here, power extends beyond material capa-
bilities, encompassing the capacity to shape and influence the pre-
vailing norms and values that inform state behavior [13].

Despite the various descriptions of power put forth by different 
schools of thought in the discipline, a  common thread prevails: 
power is widely acknowledged as a  crucial instrument for achiev-
ing desired outcomes in international politics [14]. The quantifica-
tion of power has become a central concern for states, as it enables 
the assessment of the feasibility and effectiveness of particular 
actions. States with greater power are likelier to advance their 
objectives than weaker states. Consequently, power measurement 
has garnered significant academic attention, mirroring the impor-
tance accorded to power and facilitating comparative assessments 
between different actors, which has become a  pivotal activity for 
decision-makers. When evaluating national power, numerous fac-
tors are considered, including territory, wealth, military strength, 
armies, navies, and military arsenals. These tangible indicators pro-
vide insight into a state’s potential and capacity to exert influence 
in the international arena [7]. 

Unlike material power, the notion of power and its quantification 
in cyberspace has emerged as a relatively recent focus of academic 
inquiry. Inkster underscores the significance of assessing power by 
contending that the absence of reliable metrics could lead to mis-
sion failure [8]. States must gauge their power and that of their 
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adversaries to ensure their security. However, the intricacies of 
assessing power in cyberspace necessitate a  preliminary explica-
tion of the concept itself. Without a comprehensive understanding 
of cyber power, any measurement strategy would prove ineffective 
[15]. Consequently, a clear and nuanced description of cyber power 
becomes a  foundational prerequisite for developing an effective 
and meaningful approach to measuring it.

The involvement of IR scholarship in cyberspace dates back to the 
late 1990s and early 2000s, when the internet and related technol-
ogies began to play a crucial role in national security, the economy, 
and foreign policy objectives. Consequently, a significant body of IR 
literature has emerged, focusing on cyberspace, cyber power, and 
cyber warfare from offensive and defensive perspectives.

One of the early seminal works in this field is by Arquilla, who dis-
cussed the concept of cyber war and its potential impact on future 
conflicts, highlighting the strategic significance of cyberspace in 
international relations [16]. Martin C. Libicki analyzed how control 
over information can influence the battlefield, affect decision-making 
processes, and disrupt adversaries’ operations. He emphasized the 
importance of protecting one’s information infrastructure while tar-
geting and exploiting vulnerabilities in opponents’ systems [17].

Manuel Castells introduced the concept of the network society, 
where digital networks significantly shape power dynamics and 
international relations [18]. Similarly, Saskia Sassen explored how 
globalization and digital technologies influence state sovereignty 
and global governance, providing foundational insights into under-
standing cyber power [19].

Keohane and Nye examined how the information age transforms 
power structures and interdependence among states. Their work 
laid the groundwork for understanding cyber power in IR [20]. In 
“Information Technologies and Global Politics: The Changing Scope of 
Power and Governance,” Rosenau and Singh explored how power 
is redefined in the context of information technologies [21]. They 
argued that cyber power encompasses control over IT infrastruc-
ture, cyber capabilities, and the ability to influence information 
flows, extending beyond traditional state-centric views and recog-
nizing the significant roles played by non-state actors.

Nissenbaum integrated ethical considerations with IR theories to dis-
cuss the implications of cybersecurity for national and international 
security, highlighting the moral and strategic dimensions of cyber 
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power [22]. Chadwick, in “Internet Politics: States, Citizens, and New 
Communication Technologies,” explored how the internet and digital 
communication technologies influence political power and state-citi-
zen interactions, which are relevant to IR and cyber power [23].

Deibert and Rohozinski analyzed how state actors exert control 
over cyberspace and the impact of these actions on international 
security dynamics. Their work integrates concepts from IR theories, 
such as realism and constructivism, to explain the strategic behav-
ior of states in the digital realm [24]. Choucri, in “Cyberpolitics in 
International Relations,” provided a comprehensive examination of 
how cyberspace intersects with traditional IR theories, discussing 
how concepts like power, sovereignty, and interdependence are 
redefined in the context of global cyberspace [25].

Jon R. Lindsay examined the Stuxnet cyber-attack through the lens 
of IR theory, mainly focusing on deterrence and coercion. He argued 
that traditional concepts of military power and strategy apply to 
understanding cyber operations and their impact on international 
relations [26]. Nye posited that cyber power entails the capacity 
to achieve desired outcomes by leveraging electronically intercon-
nected information resources within the cyber domain. Conversely, 
Armistead focused on the role of information in describing cyber 
power, defining it as the control over a greater volume of informa-
tion (data) relative to other actors [15].

Eventually, although these diverse perspectives reflected the evolv-
ing and multifaceted nature of cyber power and underscored the 
complexities involved in defining and understanding this concept 
within the context of cyberspace, it is essential to acknowledge their 
limitations because, in many of these approaches, the authors see 
developments in cyberspace either from a  defensive or offensive 
perspective. However, this study argues that defining cyber power 
solely based on defensive or offensive cyber capabilities may lead 
to erroneous assessments, rendering assessment of cyber power 
inconsequential [9]. 

Instead, a  more comprehensive approach is necessary, wherein 
a cyber-capable state exhibits proficiency in safeguarding the integ-
rity of its cyberspace through vigilant monitoring, timely patching, 
and proficient network system definition. In addition to defensive 
capabilities, a  cyber-capable state must demonstrate the capacity 
to manage, manipulate, and effectively navigate vast volumes of 
data crucial for modern economies and networked military opera-
tions [27]. The ability to generate intelligence and strategically wield 
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cyberspace to exert influence is also imperative. In sum, any defi-
nition of national cyber power ought to adopt a holistic approach, 
considering all facets of the cyber domain beyond mere consider-
ations of defense or offense [27]. Embracing this comprehensive 
perspective will enable a more accurate and insightful assessment 
of cyber power, avoiding oversimplifications and yielding more 
meaningful results in cyber power measurement and analysis.

In this context, this study tries to adopt a holistic approach to under-
standing cyber power and its assessment, which aims to achieve 
this by focusing on the objectives pursued by a  country within 
cyberspace. This perspective is in line with the insights provided by 
scholars like Armistead, who underscore the significance of consid-
ering the “context” when defining power [15]. Similarly, Nye argues 
that the statement of “actor A has power” lacks substantial mean-
ing without specifying the specific scope or purpose for which that 
power is wielded, i.e., power “to do what [11].” Hence, in the dis-
course on power in cyberspace, a pertinent point of departure is to 
inquire into the objectives states seek to accomplish through their 
cyber capabilities. A comprehensive understanding of the context 
in which their power is exercised is established by elucidating the 
aims and desired outcomes that countries aspire to achieve within 
cyberspace. 

Thus, this study argues that effectively assessing cyber power 
involves assessing a country’s capacities to actualize the objectives 
it has set for itself in cyberspace. Such an evaluation yields reliable 
metrics for gauging a country’s cyber power’s extent and potential 
to influence and shape outcomes in this dynamic domain. 

Assessing cyber power from the perspective of “objectives,” the 
notion of standardizing the concept of cyber power may face chal-
lenges due to the potential variations in objectives in cyberspace 
among different countries. While it is true that objectives may vary 
somewhat, it is essential to recognize that many objectives are 
shared among rational states. Thus, analyzing this issue through 
the lens of the “rational state” assumption can provide valuable 
insights. When considering the question, “What would a  rational 
state seek to achieve in cyberspace?” the answers likely exhibit 
significant commonalities. For this reason, this study adopts the 
assumption of a  “rational state in cyberspace,” which allows for 
generalizing objectives in cyberspace.

By applying this rational state concept to cyberspace, this study 
distinguishes itself from prior studies and makes valuable 
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contributions to ongoing discussions. This approach acknowledges 
the common ground among rational states regarding their objec-
tives in cyberspace, facilitating a more comprehensive understand-
ing of the factors driving cyber power dynamics. By incorporating 
the rational state assumption, the study provides a framework that 
accommodates shared objectives and enables a  more cohesive 
and comparative analysis of cyber power among different states. 
Consequently, the research offers new perspectives and insights 
that contribute to advancing knowledge and dialogue on cyber 
power in the contemporary international arena.

Nonetheless, it is essential to acknowledge that despite sharing 
rational motivations, some countries might encounter challenges 
in promptly implementing their intentions or using their capabili-
ties. Such obstacles can arise due to the country’s regime type and 
bureaucratic structure, which may affect the speed and efficiency 
of decision-making processes. Consequently, the domestic political 
structure can influence a country’s cyber power. Thus, it is crucial to 
consider domestic factors when assessing state cyber power. 

In this particular context and under the rational state assumption, 
this research focuses on three critical objectives related to cyber 
power. These objectives are pivotal for a  rational state striving to 
secure cyberspace and advance its interests in this domain. To mea-
sure a country’s capabilities in achieving these objectives, the study 
employs a  set of 30 domestic and international indicators, which 
serve as evaluative criteria (see Table 1).

Before introducing these capabilities, it is important to emphasize 
that the model presented in this research is rooted in the PTT’s 
state power assessment strategies. Therefore, it is essential to pro-
vide a  concise overview of the PTT’s key principles and concepts, 
especially in regard to power. Subsequently, the study will proceed 
to apply the PTT’s power assessment framework within the context 
of cyberspace, first by introducing hierarchical situations in inter-
national cyberspace and then introducing a  model for assessing 
a state’s cyber power.

3.  PTT’s Approach to National Power and 
International Hierarchy
The Power Transition Theory (PTT) ‘s central premise 

revolves around significant power shifts within the international 
system, leading to periods of either stability or conflict. These 
shifts are often characterized by the ascent of a challenger power 
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Table 1. Synthesized model for cyber power assessment.

Three vital objectives 
of the rational state in 
cyberspace

Indicators for the assessment of capabilities

Domestically Internationally

Attainment of 
a substantial internet 
population and 
ownership of data

Effectiveness of domestic cyber 
intelligence 

Effectiveness of international cyber 
intelligence

Effectiveness of domestic cyber 
surveillance

Effectiveness of international cyber 
surveillance

Effectiveness of domestic offensive cyber 
operations

Effectiveness of international offensive cyber 
operations

Effectiveness of domestic defensive 
cyber operations

Effectiveness of international defensive cyber 
operations

Effectiveness of domestic cyber influence 
operations

Effectiveness of international cyber influence 
operations

Cultivation of a robust 
digital economy 

Amount of domestic broadband 
infrastructure (ICTs, Internet, and 
IT(data) Sectors), ICT employment

Amount of international broadband 
infrastructure (ICTs, internet infrastructure, 
5G, AI,IT)

Level of domestic e-commerce sales Level of international e-commerce sales

Domestic digital payment adoption International digital payment adoption

Share of ICTs in total GDP And ICT access 
and use by households and individuals,

Share of ICT exports in the country’s overall 
export

Effectiveness of digital government 
services

Digital economic trade agreements

Cultivation of a high 
degree of cyber 
political capacity 

Effectiveness of capacity building and 
awareness

Capability of determining international 
cyber norms, principles, standards, 
and developments (International cyber 
governance)

Capability of making effective National 
cybersecurity strategies

International treaties and agreements

Capability of making and implementing 
Cybersecurity Laws and Regulations

Participation in International Fora

Capability of data gathering protection 
and privacy

Participation in Cybersecurity Cooperation 
Agreements

Quick and effective incident response 
and coordination

Active cyber public diplomacy

that challenges the existing dominant power. PTT posits that such 
power transitions bear substantial consequences for international 
politics, influencing the potential for conflict or cooperation among 
states. As power constitutes a major determinant of war and peace 
in the international system, PTT places great emphasis on explain-
ing its dynamics [28].
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PTT conceptualizes national power as a composite of three crucial 
elements: population, economic productivity, and political capac-
ity  [29]. The first element is population, which encompasses the 
sheer number of people and the quality of human resources. This 
includes the population’s skills, education, health, and demographic 
characteristics. A robust and skilled population is essential for sus-
taining economic growth, supporting national defense efforts, and 
contributing to innovation and technological advancements. A 
large population provides a  substantial labor force necessary for 
industrial and economic development. It also offers a wide recruit-
ment base for the military, enhancing a nation’s defense capabil-
ities. Furthermore, the population’s age structure plays a  critical 
role; a younger, dynamic workforce can drive economic productiv-
ity, whereas an aging population might strain social services and 
economic growth [30].

The second element is economic productivity, typically measured 
by a  country’s Gross Domestic Product (GDP). Economic produc-
tivity reflects a nation’s capacity to generate wealth and economic 
output, which underpins its ability to invest in various sectors crit-
ical for national power, such as military capabilities, technologi-
cal advancements, and infrastructure development [31]. A strong 
economy enables a country to sustain prolonged periods of conflict 
by financing military operations, maintaining sophisticated defense 
systems, and ensuring economic resilience in the face of blockades 
or sanctions. Economic productivity also enhances a nation’s dip-
lomatic leverage as economic aid and trade agreements become 
tools of influence. Moreover, a  thriving economy attracts global 
investments and fosters innovation, further solidifying a  nation’s 
competitive edge in the international arena.

The third element is political capacity, referring to the effectiveness 
of a country’s political system in mobilizing resources from its citi-
zens and deploying them efficiently to achieve national objectives. 
Political capacity involves the ability of the state to enact policies, 
maintain internal stability, and project power externally [32]. An effi-
cient political system can harness the potential of a large population 
and a productive economy by ensuring that resources are directed 
toward strategic goals. This includes the capability to implement 
sound economic policies, maintain law and order, provide public 
goods, and manage crises. Political stability and governance qual-
ity are crucial for fostering an environment where economic and 
human resources can thrive. Political capacity also encompasses 
the ability to form strategic alliances and exert influence in interna-
tional institutions. A politically capable state can navigate complex 
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global challenges, mediate conflicts, and shape international norms 
and rules to its advantage.

These three components, population, economic productivity, and 
political capacity are interdependent and mutually reinforcing. A 
nation may have a large, economically productive population, but its 
power potential remains constrained without an adept political sys-
tem to harness and utilize these resources effectively. Conversely, 
a small nation with a highly efficient political system can maximize 
its limited resources to achieve significant influence.

For instance, China’s rise is often attributed to its large and 
increasingly skilled population, rapid economic growth, and 
a political system capable of mobilizing resources for large-scale 
projects and strategic initiatives. On the other hand, countries 
with abundant resources but weak political systems, such as 
some oil-rich states, may struggle to convert their potential into 
sustained national power. Thus, PTT views power as a  product 
of a  country’s harmonious domestic components. This holistic 
approach underscores that national power is not merely a  func-
tion of economic or military might but also depends on the quality 
and effectiveness of political institutions and the nation’s human 
capital. Understanding these dynamics is crucial for analyzing 
power transitions, as shifts in the relative power of states can 
lead to significant changes in the international order. By examin-
ing how national power is constructed and distributed within this 
framework, PTT provides valuable insights into the stability and 
transformation of the global system.

On the other hand, in the context of PTT, the distribution of 
power within the international system is depicted as a hierarchical 
structure. At the apex of this hierarchy lies the dominant power, 
which exercises control over a  significant portion of the system’s 
resources and sets the rules and norms that govern international 
interactions. The dominant power acts as the primary architect of 
the international order, establishing institutions and frameworks 
that reflect its interests and values [33, p. 86].

Below the dominant power are the great powers, which possess 
considerable capabilities and resources, though not to the extent of 
the dominant state. Great powers play significant roles in shaping 
international politics and can challenge or support the dominant 
power’s leadership. They have substantial military, economic, and 
political influence, allowing them to impact global governance and 
security dynamics.
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Further down the hierarchy are the middle powers with moderate 
resources and capabilities. Middle powers often act as stabilizers 
within the international system, supporting the existing order or 
advocating for incremental changes. They may form coalitions with 
other states to amplify their influence and contribute to regional 
stability and development.

At the bottom of the hierarchy are the minor powers, which pos-
sess the fewest resources and capabilities within the system. Small 
powers are often more vulnerable to external pressures and have 
limited ability to influence global politics independently. They typi-
cally align with more powerful states or international organizations 
to safeguard their interests and security.

This hierarchical arrangement underscores the varying degrees of 
influence and authority among states in the international system. 
The dominant power, with its superior resources, assumes the role 
of founder, rule-maker, and value determinant of the international 
system [34]. Meanwhile, great, middle, and minor powers navigate 
the international landscape based on their respective capabilities and 
positions within the hierarchy. This structure shapes the interactions 
between states, influencing the patterns of conflict, cooperation, and 
competition in global politics. According to Rachel, understanding 
these dynamics is crucial for analyzing power transitions, as shifts 
in the relative power of states can lead to significant changes in the 
international order. By examining how national power is constructed 
and distributed within this hierarchical framework, PTT provides valu-
able insights into the stability and transformation of the global sys-
tem. Following this elucidation of PTT, the subsequent section of this 
research will establish an international power hierarchy in cyberspace 
and develop a novel approach to understanding and evaluating cyber 
power inspired by the foundational principles of PTT (see Figure 1). 

4.  Hierarchy in Cyberspace
Hierarchy in cyberspace posits that a  dominant cyber 

power occupies the pinnacle, exerting control over most resources 
in the cyberspace domain. This dominance is characterized by 
a  substantial command over critical infrastructures, advanced 
technological capabilities, and significant cyber intelligence assets. 
Importantly, as in Power Transition Theory (PTT), being the dom-
inant cyber power does not necessarily equate to being a  hege-
mon  [29]. While a  hegemon exercises unrivaled supremacy and 
exerts influence unilaterally, the dominant cyber power’s influence 
is more nuanced and collaborative.

[19]

www.acigjournal.com�


Enescan Lorci

www.acigjournal.com  –––  acig, vol. 3, no. 2, 2024  –––  doi: 10.60097/ACIG/190481

Instead, the dominant cyber power assumes a  leadership role in 
advancing technical developments within cyberspace and in shap-
ing the standards, norms, principles, and regulations governing 
cyberspace. This involves pioneering innovations in cybersecurity, 
artificial intelligence, and data governance that set benchmarks 
for others to follow. By establishing frameworks and protocols for 
secure and efficient cyber operations, the dominant cyber power 
influences global practices and policies.

Furthermore, the dominant cyber power aligns these standards 
and norms with its national and allies’ interests. This alignment is 
achieved through diplomatic efforts, international agreements, and 
active participation in global forums dedicated to Internet gover-
nance and cyber norms. By doing so, the dominant cyber power 
ensures that the regulatory environment of cyberspace reflects 
its strategic priorities, such as the promotion of a  free and open 
Internet, protection of intellectual property rights, and establish-
ment of robust cybersecurity measures.

In addition to technical and regulatory leadership, the dominant 
cyber power also plays a  crucial role in shaping the geopolitical 
landscape of cyberspace. This includes leveraging its cyber capa-
bilities to influence global economic activities, conduct cyber espi-
onage, and engage in strategic cyber operations that reinforce 
its geopolitical objectives. Through such activities, the dominant 
cyber power can project its influence across borders, affecting the 
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Figure 1. Cyberspace power hierarchy.
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internal dynamics of other states and steering international rela-
tions in favorable directions.

Following the dominant cyber power, the cyber power hierarchy 
includes several cyber great powers, each wielding substantial influ-
ence within cyberspace. The stability and maintenance of the cyber-
space system largely depend on the satisfaction of these cyber great 
powers with the existing framework [35]. Domestically, cyber great 
powers demonstrate capabilities in data control, possess robust dig-
ital economies, and exhibit strong political cyber capacity. However, 
their willingness to exercise their cyber-political capacity internation-
ally is contingent upon their satisfaction with the prevailing system.

For example, the European Union (EU), a  great cyber power with 
significant capabilities, refrains from challenging the USA to assert 
its cyber-political capacity internationally. This is primarily due to 
the existing structure of international cyberspace, which aligns 
with the EU’s national interests by emphasizing freedom, free 
flow of information, liberal economic principles, and decentral-
ized decision-making processes. In contrast, despite possessing 
substantial cyber capabilities, including vast data control, robust 
digital economies, and effective domestic cyber political capacity, 
other great cyber powers such as China and Russia remain moti-
vated to enhance their cyber political capacity on the international 
stage [36]. This is driven by their dissatisfaction with the current sys-
tem, particularly the governance model of cyberspace. Unlike the 
USA and its Western allies, China and Russia advocate for a more 
pronounced role of the state in cyberspace and full sovereignty of 
states in this domain [37]. Consequently, these challengers, having 
already bolstered their other cyber capabilities, are now earnestly 
endeavoring to augment their international cyber-political capacity 
to reshape the USA-led structure of cyberspace.

After the cyber great powers, many cyber-dependent powers are 
situated within the cyber power hierarchy. These states possess 
certain cyber capabilities, including a  substantial internet popula-
tion and a degree of digitalization with accessible internet services 
for their citizens. However, they rely on foreign technologies for 
critical services such as internet infrastructure, telecommunication 
technologies, 5G, and AI. Consequently, while cyber-dependent 
countries have control over some data due to their internet popu-
lation and digital aspects of their economy, their reliance on exter-
nal actors to develop these capabilities renders them vulnerable in 
terms of cyber security. This vulnerability is particularly evident in 
examples of cyber-dependent powers in many developing nations.
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Finally, at the bottom of the international cyberspace hierarchy, we 
find numerous non-cyber powers characterized by the absence of 
a fundamental component and source of cyber power, namely the 
internet population. These states exhibit an internet penetration 
rate of less than fifty percent and face the challenge of expensive 
internet services beyond the affordability of their citizens. The World 
Wide Web Foundation, Alliance for Affordable Internet employs 
a metric indicating that for internet services to be deemed afford-
able, 1GB of data should cost 2% or less of the average monthly 
income [38]. However, numerous African countries fail to meet this 
criterion, as exemplified by Equatorial Guinea, where 1GB of mobile 
data costs a significant $49.67 [38]. Sao Tome Principe and Malawi 
follow closely with costs of $30.97 and $25.46 per gigabyte, respec-
tively. In addition, Chad and Namibia are in the top five, with average 
prices of $23.33 and $22.37 per gigabyte, respectively. These circum-
stances underscore the challenges faced by non-cyber powers in 
attaining affordable and accessible internet services, limiting their 
capacity to partake in the realms of cyberspace and cyber power.

This hierarchical model of cyber power provides a nuanced under-
standing of states’ various roles and capacities within the interna-
tional cyberspace arena, reflecting the complexity and multifaceted 
nature of power dynamics in the digital age. By categorizing states 
into different tiers based on their cyber capabilities, this model 
elucidates the diverse ways in which states engage with and exert 
influence in cyberspace

5.  Translating PTT’s National Power Model  
to Cyberspace
During the 1950s, the PTT emerged as a distinct theoreti-

cal framework, offering a critical perspective on the prevailing bal-
ance of power theory. PTT’s foundational arguments rest upon key 
assumptions, notably asserting that states represent the primary 
units of analysis in the international system and that they act as 
rational entities in their interactions [39]. The primacy of states as 
central actors in the international realm found significant accep-
tance among various international relations theories in the physical 
domain. However, the applicability of such assumptions encoun-
tered challenges when applied to the context of cyberspace.

The distinctive nature of cyberspace complicates the traditional 
state-centric perspective endorsed by the PTT. Notably, the dif-
fusion of power in the cyber domain transcends the conventional 
state-centric paradigm, as multiple actors assume prominent 
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roles alongside states. This includes private companies, endowed 
with substantial capabilities in the cyber realm, and individ-
ual actors who significantly influence and shape cyberspace  
dynamics [39].

Nye’s analysis in cyberspace discerns three distinct actor catego-
ries: governments, organizations with well-structured networks, 
and individuals. According to Nye it is true that the power diffused 
among these actors however the distribution of power does not 
imply a state of equality in capabilities [11]. Governments, due to 
their possession of substantial resources, wield greater capabilities 
within the cyber domain. Moreover, the geographical underpin-
nings of the internet’s physical infrastructure, coupled with govern-
ments’ sovereign authority over territorial spaces, endow location 
with continued significance as a  valuable resource in cyberspace 
[40]. In addition, geography serves as a  basis for governments 
to exercise legal coercion and control, as a government can exert 
power extraterritorially if a  market is sufficiently extensive [41]. 
Non-state actors in the cyber realm must safeguard their legal 
standing and brand reputation, necessitating strong incentives 
for compliance with local legal structures. This adherence to the 
established legal framework becomes another resource of power 
for governments, given their authority in shaping domestic legal 
systems [4]. 

Consequently, despite power diffusion in cyberspace, this does not 
translate to power equalization, as states remain the primary actors 
with superior resources and capabilities [11]. Thus, this research 
assumes state as unitary actor in cyberspace and predominantly 
focuses on states and their cyber objectives, aiming to discern hier-
archy in cyberspace and cyber power dynamics.

As expounded previously, the present research endeavors to 
conceptualize cyber power through the lens of a  rational state’s 
objectives in cyberspace. Building upon the PTT’s elucidation of 
population, economic productivity, and political capacity as piv-
otal constituents of national power, this study posits three primary 
objectives that a rational state seeks to pursue in the cyber domain. 
First, attaining a substantial internet population and data ownership 
means a rational state aims to foster a sizeable and active internet 
user base within its territorial confines, signifying the penetration 
and accessibility of cyberspace to its population. Moreover, the pos-
session and control of data resources become a critical objective, as 
data ownership is a valuable asset, contributing to insights, analyt-
ics, and potential competitive advantages [42].
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Second, cultivating a  robust digital economy is based on the idea 
that the rational state endeavors to nurture and bolster its digital 
economy, recognizing the profound economic implications of the 
cyber realm. A thriving digital economy is indicative of a  vibrant 
ecosystem encompassing electronic commerce, online transac-
tions, digital services, and innovative technology sectors, enhanc-
ing economic growth and competitiveness on the global stage [43].

Finally, cultivating a high degree of cyber political capacity argues 
that a  rational state seeks to amass a  considerable level of cyber 
political capacity, denoting its ability to wield influence, enact pol-
icies, and control cyber activities domestically and internationally. 
This capacity encompasses regulatory frameworks, legislative mea-
sures, and governance mechanisms aimed at safeguarding cyber 
interests, ensuring cyber stability, and projecting cyber influence 
on the global political landscape [44].

This research undertakes an evaluative examination of the objec-
tives stated earlier to comprehensively understand the cyber 
power of a  rational state within cyberspace. For each objective, 
the research assesses specific indicators of capabilities to measure 
state cyber power, differentiating between a  country’s domestic 
and international capabilities. The rationale behind analyzing indi-
cators separately for domestic and international contexts derives 
from the theoretical alignment with the PTT in its approach to 
national power. 

Analogous to PTT’s premise that a  nation’s power hinges on its 
domestic dynamics, this research contends that a country’s cyber 
power is similarly contingent upon its domestic cyber capabilities. 
Indeed, a country is unlikely to emerge as a significant international 
cyber power without first establishing a certain degree of domestic 
cyber power [45]. For instance, exerting considerable control over 
the international flow of data is improbable without prior adept-
ness in managing domestic data flows and enhancing correspond-
ing capabilities. Hence, an accurate assessment of the country’s 
cyber power necessitates an analysis of both domestic and interna-
tional capabilities for each objective.

Next, the research analyzes each objective individually, expounding 
upon their significance in determining the cyber power of a rational 
state in cyberspace. By delving into the multifaceted dimensions of 
each objective, the research endeavors to offer a nuanced comprehen-
sion of the interplay between a state’s strategic cyber pursuits and its 
overall cyber power within the dynamic and evolving cyber landscape. 
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5.1.  Attainment of a Substantial Internet Population and 
Ownership of Data
Government ownership of data holds considerable signifi-

cance in cyber power and governance. First and foremost, it empow-
ers governments with access to vast information repositories, which 
can be leveraged for various purposes, including intelligence gath-
ering, law enforcement, and national security initiatives. By exercis-
ing data ownership, governments can employ sophisticated data 
analytics, machine learning, and artificial intelligence techniques to 
derive valuable insights from the collected information, contributing 
to informed decision-making and policy formulation [46].

Furthermore, data ownership facilitates the capacity of gov-
ernments to monitor, supervise, and safeguard their internet 
populations against cyber threats and malicious activities [47]. 
Comprehensive datasets enable governments to conduct cyber 
surveillance, detect potential threats, and respond to cyber inci-
dents promptly and effectively. Moreover, data ownership is closely 
linked to the protection of critical infrastructure, as governments 
can employ data-driven risk assessments to bolster the resilience of 
essential digital systems and networks [47].

As previously expounded in this study, the significance of domes-
tic cyber capabilities is pivotal in positioning a state as a significant 
actor in the international cyberspace arena. Within this context, 
internet population and data ownership are crucial in shaping 
a nation’s overall cyber power. These two concepts are intricately 
linked, as the size and engagement of the internet population 
directly influence the generation and accumulation of substantial 
data arising from their online interactions, activities, and behav-
iors. Drawing upon the PTT’s emphasis on population as a funda-
mental element of national cyber power and recognizing its role as 
a resource for economic productivity, this research similarly under-
scores the internet population’s value as a reservoir of data.

As the number of individuals accessing the internet and actively par-
ticipating in online services continues to rise, the volume and diver-
sity of data generated through their digital activities undergo an 
exponential expansion. This data encompasses a broad spectrum 
of information, ranging from personal details to digital communi-
cations and user behavior patterns [48]. The data, in turn, assumes 
a critical asset for states seeking to strengthen their cyber power. 
Through effective data ownership and governance, governments 
can harness this vast repository of information to gain insights, 
make informed decisions, and enhance their cyber capabilities.
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Comprehensive data ownership derived from the internet popula-
tion empowers governments with numerous advantages. It facili-
tates the development and deployment of advanced data analytics, 
machine learning, and artificial intelligence techniques, empower-
ing states to derive meaningful intelligence and knowledge from 
this data reservoir [49].

Data assumes significant importance for cyber power and is often lik-
ened to the “new currency” or “new oil” in the digital age. It plays 
a pivotal role in the development of Artificial Intelligence (AI) tech-
nologies, as the underlying logic of AI systems relies on vast volumes 
of data for learning, comprehension, decision-making, and perfor-
mance enhancement [49]. The abundance of data correlates with 
reduced errors in AI systems, making data ownership and accessibil-
ity crucial for advancing AI services within a country. The possession 
and utilization of data have substantial implications for a  nation’s 
cyber intelligence, surveillance, and cyber offensive/defensive oper-
ations. A country’s ability to own and manage data can significantly 
impact its cyber capabilities and prowess. By examining a country’s 
performance in these areas, valuable insights can be gleaned regard-
ing its proficiency or limitations in data collection and ownership [50].

Similarly, in cyber surveillance, data ownership is instrumental in 
monitoring and detecting potential cyber threats or illicit activities 
within a country’s digital infrastructure. Surveillance activities heav-
ily rely on data streams to identify suspicious patterns or behav-
iors, thereby bolstering the nation’s cyber resilience and situational 
awareness [51].

Regarding cyber offensive and defensive operations, data 
plays a  critical role in enhancing the efficacy of these activities. 
Governments can leverage data-driven intelligence to formulate 
offensive cyber operations, targeting specific adversaries or vulner-
abilities. On the defensive front, possessing robust data resources 
allows for proactive measures in fortifying cyber defenses and 
responding to emerging threats promptly [52, p. 32].

Data ownership is a  cornerstone of a  country’s cyber power, 
impacting various facets of its cyber capabilities. Access to vast 
and diverse datasets fuels the development of AI technologies and 
strengthens a  nation’s cyber intelligence, surveillance, and offen-
sive/defensive operations [10]. Evaluating a country’s performance 
in these domains provides valuable insights into its ability to collect, 
manage, and utilize data effectively, ultimately contributing to its 
overall cyber power and resilience. 
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Nevertheless, as the PTT contends that while the population, includ-
ing the internet population, constitutes a vital resource for national 
power, it is not the sole determinant [39]. Similarly, in cyberspace, 
although a high internet population and data are essential objec-
tives for a rational state, they do not encompass the entirety of its 
pursuits. To comprehensively grasp the dynamics of cyber power, 
examining a country’s performance in its digital economy is imper-
ative. Assessing a country’s digital economy offers valuable insights 
into its ability to effectively harness its resources, such as the inter-
net population and data, to attain digital economic competitiveness. 

5.2.  Cultivation of a Robust Digital Economy
The global economy is undergoing a  profound transformation 
driven by the rapid advancement and widespread adoption of infor-
mation and communication technologies (ICTs). Notably, the prolif-
eration of digital data over the internet has been accompanied by 
the rise of significant technologies such as big data analytics, arti-
ficial intelligence (AI), cloud computing, and novel business mod-
els. The continuous expansion of internet-connected devices and 
users and the increasing integration of value chains through digi-
tal means further underscores the escalating significance of digital 
data and technologies [53]. Consequently, the ability to access and 
leverage data effectively, transforming it into digital intelligence, 
assumes critical importance in determining the competitiveness of 
states in the contemporary economic landscape.

The ongoing digitalization process in the global context has led to 
the emergence of the digital economy, which, at its nascent stage, 
lacks a universally accepted definition. In the late 1990s, initial anal-
yses of the digital economy primarily centered on the adoption of 
the Internet and its economic implications [54]. As Internet usage 
continued to expand, subsequent reports from the mid-2000s 
onward examined the factors that could facilitate the growth and 
development of the internet economy. 

The digital economy can be defined as a subset of the overall eco-
nomic output that stems from the utilization of digital technologies 
and is structured around business models primarily centered on dig-
ital goods or services [43]. However, other scholars present a more 
comprehensive perspective, considering the digital economy as the 
total economic output derived from diverse digital elements. 

These digital inputs encompass various aspects, including digital 
skills, equipment, digital goods, ICT exports, and digital services 

[27]

www.acigjournal.com�


Enescan Lorci

www.acigjournal.com  –––  acig, vol. 3, no. 2, 2024  –––  doi: 10.60097/ACIG/190481

utilized in production. This broader definition allows for a  more 
comprehensive examination of a  country’s digital economy, 
whether in the context of its domestic or international dimensions. 
By analyzing a  nation’s performance across these digital inputs, 
valuable insights can be gleaned regarding the economic output 
(digital economy) generated from these digital resources [43].

For several significant reasons, the digital economy plays a pivotal 
role in shaping a  country’s cyber power. First, it serves as a  driv-
ing force behind technological advancements and innovations in 
cybersecurity and cyber technologies [55]. The continuous growth 
of the digital economy necessitates the development of sophisti-
cated cybersecurity capabilities, including robust threat detection 
and incident response systems. 

Secondly, establishing a strong digital economy requires the imple-
mentation of sophisticated cyberinfrastructure that supports vari-
ous cyber operations and services. This infrastructure forms the 
foundation for effective cyber governance and management [53]. 

A flourishing digital economy enhances a country’s economic com-
petitiveness and global influence in the cyber domain. A strong 
presence in the digital economy elevates a nation’s reputation and 
standing in the international cyber landscape. 

Overall, a  thriving digital economy serves as the backbone of 
a  nation’s cyber strength and resilience, enabling it to effectively 
navigate the complexities and challenges of the cyber domain [55].

5.3.  Cultivation of a High Degree of Cyber Political Capacity
The objectives pertinent to a  rational state’s interests in 

cyberspace encompass data ownership, information management, 
cybersecurity, offensive capabilities, cyberinfrastructure, and eco-
nomic aspects of cyber power. However, a comprehensive analysis 
of cyber power requires the consideration of additional dimen-
sions. Analogous to the Power Transition Theory’s emphasis on 
political capacity as the government’s ability to effectively mobilize 
resources and achieve national objectives, the realm of cyberspace 
also demands a high degree of cyberpolitical capacity [39].

Cyber-political capacity in cyberspace pertains to a state’s capability 
to wield cyber resources and technologies to achieve its strategic 
goals and policy objectives. This includes the effective governance 
and management of cyber operations, cyber policies, and cyber 
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strategies at the national level. States with robust cyber-political 
capacities can leverage their cyber capabilities to assert their inter-
ests, influence the global cyber landscape, and safeguard their 
national security in cyberspace.

Domestically, cyber political capacity involves a country’s ability to 
promptly and effectively formulate policy decisions on cyber-related 
matters. This includes establishing comprehensive cyber strate-
gies, laws, and regulations that optimize the use of cyber resources 
for advancing national interests in the international cyberspace 
domain. A state’s ability to effectively govern its cyber activities is 
fundamental to its capacity to project power internationally. Strong 
domestic cyber political capacity ensures that the state’s cyber 
infrastructure is resilient, its policies are forward-thinking, and its 
workforce is skilled and adaptable to emerging cyber threats and 
opportunities. This internal governance forms the backbone of 
a country’s overall cyber power, enabling it to respond rapidly and 
efficiently to cyber challenges.

On the international stage, cyber political capacity extends to a coun-
try’s ability to influence the formulation of global cyber norms, reg-
ulations, principles, and standards that align with national interests. 
This aspect of cyber capacity is closely related to the broader con-
cept of international cyber governance. A nation with significant 
international cyber-political capacity can shape the international 
cyber domain’s rules, thereby exerting influence over how cyber-
space is used, regulated, and protected. Effective participation in 
international cyber policymaking forums, alliances, and coalitions is 
crucial. Countries with strong international cyber-political capacities 
can push for norms and regulations that favor their strategic inter-
ests, promote global stability, and prevent cyber conflicts.

The importance of cyber-political capacity cannot be overstated. 
This capacity is a crucial enabler for a state to achieve and maintain 
cyber power. Cyber political capacity encompasses the strategic 
governance and management of a state’s cyber resources, policies, 
and operations, aligning them with national objectives. Without 
effective governance and strategic management, even states with 
significant data resources and a  robust digital economy may find 
their cyber power potential constrained. A lack of coherent strategy 
can lead to disjointed efforts, inefficiencies, and vulnerabilities that 
adversaries could exploit.

Conversely, states with robust cyber-political capacities can maxi-
mize the utility of their cyber assets. Effective governance ensures 
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that cyber activities are coherent, well-coordinated, and strategi-
cally aligned with national objectives. This alignment facilitates the 
seamless integration of cyber capabilities into broader national 
security and economic strategies, amplifying the impact of cyber 
initiatives. For instance, comprehensive cyber strategies can 
enhance defensive measures against cyber threats, ensure critical 
infrastructure protection, and bolster the state’s ability to conduct 
offensive cyber operations when necessary.

Moreover, the ability to shape international cyber norms and pol-
icies in an interconnected world provides a  strategic advantage. 
States with substantial cyber political capacity can actively partici-
pate in international forums, influence the development of global 
cyber norms, and advocate for policies that promote their strategic 
interests. This ability to shape the international cyber environment 
allows states to create a favorable setting for their cyber operations 
and defend against potential adversaries. By promoting norms 
such as state sovereignty in cyberspace, the prohibition of certain 
types of cyber-attacks, or the protection of critical infrastructure, 
states can contribute to a  more stable and secure international 
cyber landscape.

In addition, robust cyber-political capacity enables states to build 
and sustain strategic alliances and partnerships. These relation-
ships can enhance a state’s cyber capabilities through shared intelli-
gence, collaborative defense initiatives, and coordinated responses 
to cyber threats. For example, alliances such as NATO have recog-
nized cyberspace’s significance as a  warfare domain, and mem-
ber states benefit from collective defense measures and shared 
resources to bolster their individual and collective cyber defenses.

In conclusion, while possessing state cyber capacity is integral to 
achieving state cyber power, realizing robust state cyber capacity 
requires substantial data resources and a strong digital economy. 
Thus, the three elements of cyber power, data resources, eco-
nomic strength, and cyber political capacity are mutually reinforc-
ing and complementary. A state’s cyber-political capacity is pivotal 
in this triad, enabling effective utilization and governance of cyber 
resources to project power, protect national interests, and influ-
ence the global cyber order.

Cyber political capacity ensures that a state’s cyber efforts are stra-
tegically guided, well-coordinated, and effectively implemented, 
thereby maximizing the potential of its cyber assets. This capacity 
strengthens national security and economic resilience and provides 
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a platform for influencing international cyber policies and norms, 
creating a favorable global environment for the state’s cyber activ-
ities. In essence, robust cyber political capacity is the linchpin that 
enables states to harness their cyber resources fully, navigate the 
complexities of the digital age, and maintain a competitive edge in 
the international arena.

6.  Conclusion
This study underscores the profound significance of 

cyberspace in contemporary global politics and the necessity of 
understanding cyber power within the framework of traditional 
IR theories. The research aims to fill a  critical gap in the existing 
literature by applying PTT to cyberspace, considering the state as 
a  rational and unitary actor. By integrating PTT with the rational 
actor model and defining cyber power based on specific objectives, 
this study offers a novel perspective on the assessment and catego-
rization of cyber power.

The primary objective of this research is to define cyber power and 
propose a metric for its assessment, analogous to PTT’s approach 
to evaluating national power. This involves a comprehensive anal-
ysis of cyber power by breaking it down into three core compo-
nents: data resources, digital economic strength, and cyber political 
capacity. These elements form the basis for assessing state cyber 
power and understanding the hierarchical structure of states in 
cyberspace.

The study employs a  methodological framework borrowed from 
PTT to achieve these objectives. It uses the rational actor model, 
which assumes that states act logically and strategically to maxi-
mize their interests in cyberspace. By taking the state as a unitary 
actor, the research simplifies the complex interactions within cyber-
space, allowing for a  clearer analysis of state behavior and cyber 
power dynamics. Furthermore, the study defines cyber power 
based on specific objectives, such as data ownership, information 
management, cybersecurity, offensive capabilities, cyberinfrastruc-
ture, and the economic aspects of cyber power.

The application of PTT to cyberspace reveals a  nuanced under-
standing of cyber power. PTT emphasizes the importance of a com-
prehensive assessment of national power, traditionally measured 
through economic, military, and demographic indicators. This 
translates to a  tripartite model comprising data resources, digital 
economic strength, and cyber political capacity in the cyber domain. 
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Each of these elements is crucial for a state to project power and 
protect its interests in cyberspace.

Data resources form the backbone of cyber power, enabling states 
to gather, analyze, and leverage information for strategic purposes. 
A strong digital economy provides the financial and technological 
infrastructure to support advanced cyber capabilities. However, 
the linchpin of this triad is cyber-political capacity. This dimen-
sion pertains to the state’s ability to effectively govern and man-
age its cyber resources, craft coherent cyber policies, and engage 
in international cyber diplomacy. States with robust cyber-political 
capacities can coordinate their cyber activities, safeguard national 
security, and influence global cyber norms to create a  favorable 
environment for their operations.

The hierarchical model of cyber power proposed in this study 
categorizes states into four distinct groups: global cyber lead-
ers, cyber great powers, cyber-dependent powers, and non-cyber 
powers. This classification reflects the varying degrees of cyber 
capability and influence among states, providing a  structured 
framework for analyzing the global cyber landscape. Global cyber 
leaders, or in other words, the most dominant state in cyber-
space, exemplified by the United States, possess comprehensive 
cyber capabilities and play a  central role in shaping interna-
tional cyber policies. Cyber great powers, such as the European 
Union, China, and Russia, hold substantial influence but exhibit 
different levels of satisfaction with the existing cyber order, influ-
encing their international cyber strategies. Cyber-dependent 
powers, while having certain cyber capabilities, rely significantly 
on external technologies and face vulnerabilities in cybersecurity. 
Non-cyber powers, with limited internet penetration and digital 
infrastructure, struggle to participate meaningfully in the global 
cyber arena.

In addition to the contribution of this study to the literature on 
cyberspace and IR, important clarification is also necessary regard-
ing the scope and intent of this study. While Power Transition Theory 
traditionally deals with the dynamics of power shifts between 
states, this research does not focus on the concept of “power tran-
sition” within cyberspace. Instead, its primary aim is to apply PTT’s 
national power model to the cyber domain to define and measure 
cyber power, thereby establishing a hierarchical order of states in 
cyberspace. This initial step is critical as it lays the groundwork for 
future studies to explore the dynamics of power transitions once 
cyber power has been accurately measured using the proposed 

[32]

www.acigjournal.com


Assessing Power and Hierarchy in Cyberspace

www.acigjournal.com  –––  acig, vol. 3, no. 2, 2024  –––  doi: 10.60097/ACIG/190481

model. Some might see this as a  limitation of the study, and crit-
ics might argue that applying PTT to cyberspace without directly 
exploring “transition” dynamics is premature. However, this study 
is a preliminary effort to introduce an IR perspective on the defini-
tion and assessment of cyber power. By borrowing PTT’s national 
power definition and assessment model, this research establishes 
the relevance of traditional IR theories to the cyber domain. This 
foundational work is crucial as it sets the stage for future analyses 
of power transitions in cyberspace, which can only be thoroughly 
examined once cyber power has been accurately assessed by the 
model introduced in this study.

In conclusion, while possessing state cyber capacity is integral to 
achieving state cyber power, realizing robust state cyber capac-
ity requires substantial data resources and a  strong digital econ-
omy. The three elements of cyber power, data resources, digital 
economic strength, and cyber political capacity, are mutually rein-
forcing and complementary. A state’s cyber political capacity plays 
a pivotal role in this triad, enabling effective utilization and gover-
nance of cyber resources to project power, protect national inter-
ests, and influence the global cyber order. By applying traditional 
IR theory to the domain of cyberspace and demonstrating its appli-
cability, this research addresses a  significant gap in the existing 
literature. It also puts forward an innovative model for assessing 
cyber power and provides valuable insights into the hierarchical 
structure of states within cyberspace. These contributions are sub-
stantial, offering a  new lens through which to understand global 
cyber governance and geopolitical relations in this emerging and 
critical domain.

References

[1]	 M. Carr, US power and the Internet in international relations: The irony of the 
information age. Basingstoke and New York: Palgrave Macmillan, 2016, doi: 
10.1057/9781137550248.

[2]	 A.H. Morrison, “An impossible future: John Perry Barlow’s ‘Declaration of 
the Independence of Cyberspace,’” New Media and Society, vol. 11, no. 1–2, 
pp. 53–71, 2009, doi: 10.1177/1461444808100161.

[3]	 R. Creemers, “Governing cyberspace: behavior, power and diplomacy,” in 
Governing Cyberspace: Behavior, Power and Diplomacy, D. Broeders, B. Van den 
Berg, Eds., London: Rowman & Littlefield, 2020, pp. 116–151.

[4]	 Z. Hongren, “Strategic stability in cyberspace: a chinese view,” China Quarterly 
of International Strategic Studies, vol. 5, no. 1, pp. 81–95, 2019, doi: 10.1142/
S2377740019500088.

[33]

www.acigjournal.com�
https://doi.org/10.1057/9781137550248
https://doi.org/10.1177/1461444808100161
https://doi.org/10.1142/S2377740019500088
https://doi.org/10.1142/S2377740019500088


Enescan Lorci

www.acigjournal.com  –––  acig, vol. 3, no. 2, 2024  –––  doi: 10.60097/ACIG/190481

[5]	 J. Nocetti, “Contest and conquest: Russia and global internet governance,” 
International Affairs, vol. 91, no. 1, pp. 111–130, 2015, doi: 10.1111/1468-2346.12189.

[6]	 H. Ebert, T. Maurer, “Contested cyberspace and rising powers,” Third World 
Quarterly, vol. 34, no. 6, pp. 1–22, 2013, doi: 10.1080/01436597.2013.802502.

[7]	 J. van Haaster, “Assessing cyber power,” in 2016 8th Internatıonal Conference 
on Cyber Conflıct, M. V. N.Pissanidis, H.Rõigas, Eds., Tallınn: NATO CCD COE 
Publications, 2016, pp. 85–90.

[8]	 N. Inkster, “Measuring military cyber power,” Survival, vol. 59, no. 4, pp. 27–34, 
2017, doi: 10.1080/00396338.2017.1349770.

[9]	 M. Willett, “Assessing cyber power,” Survival, vol. 61, no. 1, pp. 85–90, 2019, doi: 
10.1080/00396338.2019.1569895.

[10]	 D.J. Betz, T. Stevens, “Power and cyberspace,” Adelphi Series, vol. 51, no. 424, 
pp. 35–54, 2011, doi: 10.1080/19445571.2011.636954.

[11]	 J.S. Nye, “Cyber Power,” Harvard Kenddy School Belfer Center for Scıence and 
Internatıonal Affaırs, no. 6, pp. 2–4, 2015, doi: 10.12816/0022579.

[12]	 G. Rose, “Neoclassical Realism and theories of foreign policy,” “https://www.
cambridge.org/core/journals/world-politics” World Politics, vol. 51, no. 1, 
pp. 144–172, 2010.

[13]	 T. Dunne, M. Kurki, S. Smith, Eds., International Relations Theories Discipline and 
Diversity, 1st ed. London: Oxford University Press, 2007.

[14]	 J.S. Nye, Soft Power and Great-Power Competition: Shifting Sands in the Balance of 
Power Between the United States and China. MA Singapore: Springer. doi: https://
doi.org/10.1007/978-981-99-0714-4.

[15]	 E.L. Armistead, “Suggestions to measure cyber power and proposed met-
rics for cyber warfare operations (cyber deterrence/cyber power),” 2016 
IEEE International Conference on Cyber Conflict, CyCon U.S. 2017, doi: 10.1109/
CYCONUS.2016.7836610.

[16]	 J. Arquilla, D. Ronfeldt, “Cyberwar is coming,” Rand Corporation, 1993. Available: 
https://www.rand.org/pubs/reprints/RP223.html [Accessed: July 25, 2024].

[17]	 M.C. Libicki, “Information war, information peace,” Journal of International 
Affairs, vol. 51, no. 2, pp. 411–428, 1998.

[18]	 M. Castells, The Rise of the Network Society. New York: Blackwell Pub, 1996. doi: 
10.1002/9781444319514.

[19]	 S. Sassen, Globalization and Its Discontents Essays on the New Mobility of People 
and Money. New York: The New Press, 1999.

[20]	 R.J. Keohane, J. Nye, Power and Interdepence. 1st ed. New York: Pearson, 1988.

[21]	 J.N. Rosenau, J.P. Singh, Eds., Information Technologies and Global Politics 
The Changing Scope of Power and Governance. New York: State University of  
New York Press, 2002.

[22]	 H. Nissenbaum, “Where computer security meets national security,” Ethics 
and Information Technology, vol. 7, no. 1, pp. 61–73, 2005, doi: 10.1007/s10676- 
005-4582-3.

[34]

www.acigjournal.com
https://doi.org/10.1111/1468-2346.12189
https://doi.org/10.1080/01436597.2013.802502
https://doi.org/10.1080/00396338.2017.1349770
https://doi.org/10.1080/00396338.2019.1569895
https://doi.org/10.1080/19445571.2011.636954
https://doi.org/10.12816/0022579
https://www.cambridge.org/core/journals/world-politics
https://www.cambridge.org/core/journals/world-politics
https://doi.org/10.1007/978-981-99-0714-4�
https://doi.org/10.1007/978-981-99-0714-4�
https://doi.org/10.1109/CYCONUS.2016.7836610
https://doi.org/10.1109/CYCONUS.2016.7836610
https://www.rand.org/pubs/reprints/RP223.html
https://doi.org/10.1002/9781444319514
https://doi.org/10.1007/s10676-005-4582-3
https://doi.org/10.1007/s10676-005-4582-3


Assessing Power and Hierarchy in Cyberspace

www.acigjournal.com  –––  acig, vol. 3, no. 2, 2024  –––  doi: 10.60097/ACIG/190481

[23]	 A. Chadwick, Internet Politics: States, Citizens, and New Communication 
Technologies, 1st ed. London: Oxford University Press, 2006.

[24]	 R. Deibert, R. Rohozinski, “Control and subversion in Russian cyberspace,” 
in Access Controlled: The Shaping of Power, Rights, and Rule in Cyberspace,  
R. Deibert, J. Palfrey, R. Rohozinski, J. L. Zittrain, Eds., London: The MIT Press, 
2010, pp. 15–34. doi: https://doi.org/10.7551/mitpress/8551.001.0001.

[25]	 N. Choucri, Cyberpolitics in International Relations. London: The MIT Press, 2012. 
doi: 10.7551/mitpress/7736.003.0009.

[26]	 J.R. Lindsay, “Stuxnet and the limits of cyber warfare,” Security Studies, vol. 22, 
no. 3, pp. 365–404, Jul. 2013, doi: 10.1080/09636412.2013.816122.

[27]	 A. Venables, S.A. Shaikh, J. Shuttleworth, “The projection and measurement of 
cyberpower,” Security Journal, vol. 30, no. 3, pp. 1000–1011, 2017, doi: 10.1057/
sj.2015.35.

[28]	 D. Brizhinev, N. Ryan, R. Bradbury, “Modelling hegemonic power transition in 
cyberspace,” Complexity, vol. 2018, pp. 1–13, 2018, doi: 10.1155/2018/9306128.

[29]	 R.L. Tammen, Power transition: Strategies for the 21st century, 1st ed. New York: 
CQ Press, 2000.

[30]	 W. Kim, S. Gates, “Power transition theory and the rise of China,” 
International Area Studies Review, vol. 18, no. 3, pp. 219–226, 2015, doi: 
10.1177/2233865915598545.

[31]	 M. Bussmann, J. R. Oneal, “Do hegemons distribute private goods?: A test of 
power-transition theory,” Journal of Conflict Resolution, vol. 51, no. 1, pp. 88–111, 
2007, doi: 10.1177/0022002706296178.

[32]	 R.N. Lebow, B. Valentino, “Lost in transition: a critical analysis of power tran-
sition theory,” International Relations, vol. 23, no. 3, pp. 389–410, 2009, doi: 
10.1177/0047117809340481.

[33]	 R. L. Tammen, J. Kugler, D. Lemke. (Oct. 26, 2017). Foundations of Power Transition 
Theory. [Online]. Available: https://oxfordre.com/politics/display/10.1093/acre-
fore/9780190228637.001.0001/acrefore-9780190228637-e-296?product=orepol. 
[Accessed: Apr. 04, 2021].

[34]	 W. Kim, S. Gates, “Power transition theory and the rise of China,” International Area 
Studies Review, vol. 18, no. 3, pp. 219–226, 2015, doi: 10.1177/2233865915598545.

[35]	 Y. Akdag, “The likelihood of cyberwar between the United States and China: A 
neorealism and power transition theory perspective,” Journal of Chinese Political 
Science, vol. 24, no. 2, pp. 225–247, 2019, doi: 10.1007/s11366-018-9565-4.

[36]	 M. Bey, “Great powers in cyberspace: the strategic drivers behind US, Chinese 
and Russian competition,” International Conference on Cyber Conflict, vol. 126, 
no. 1, pp. 1–7, 2019.

[37]	 T. Ray, “The quest for cyber sovereignty is dark and full of terrors,” ORF. 
[Online]. Available: https://www.orfonline.org/expert-speak/the-quest-for-cy-
ber-sovereignty-is-dark-and-full-of-terrors-66676/. [Accessed: Apr. 04, 2021].

[38]	 T. Woodhouse, “Alliance for affordable internet,” 1BC. [Online]. Available: 
https://a4ai.org/report/2021-affordability-report/#i-acknowledgements.2021. 
[Accessed: Dec. 23, 2023].

[35]

www.acigjournal.com�
https://doi.org/10.7551/mitpress/8551.001.0001�
https://doi.org/10.7551/mitpress/7736.003.0009
https://doi.org/10.1080/09636412.2013.816122
https://doi.org/10.1057/sj.2015.35
https://doi.org/10.1057/sj.2015.35
https://doi.org/10.1155/2018/9306128
https://doi.org/10.1177/2233865915598545
https://doi.org/10.1177/0022002706296178
https://doi.org/10.1177/0047117809340481
https://oxfordre.com/politics/display/10.1093/acrefore/9780190228637.001.0001/acrefore-9780190228637-e-296?product=orepol
https://oxfordre.com/politics/display/10.1093/acrefore/9780190228637.001.0001/acrefore-9780190228637-e-296?product=orepol
https://doi.org/10.1177/2233865915598545
https://doi.org/10.1007/s11366-018-9565-4
https://www.orfonline.org/expert-speak/the-quest-for-cyber-sovereignty-is-dark-and-full-of-terrors-66676/�
https://www.orfonline.org/expert-speak/the-quest-for-cyber-sovereignty-is-dark-and-full-of-terrors-66676/�
https://a4ai.org/report/2021-affordability-report/#i-acknowledgements.2021�


Enescan Lorci

www.acigjournal.com  –––  acig, vol. 3, no. 2, 2024  –––  doi: 10.60097/ACIG/190481

[39]	 S. Han, “China’s pursuit of peaceful power transition: a case of ICT (Information 
and Communications Technologies) standard setting,” International Area Studies 
Review, vol. 12, no. 3, pp. 27–42, 2009, doi: 10.1177/223386590901200302.

[40]	 A. Kosenkov, “Cyber conflicts as a  new global threat,” Future Internet, vol. 8, 
no. 3, 2016, doi: 10.3390/fi8030045.

[41]	 R.B. Andres, „The Emerging Structure of Strategic Cyber Offense, Cyber 
Defense, and Cyber Deterrence,” in Cyberspace and National Security: Threats, 
Opportunities, and Power in a Virtual World, D. S. Reveron, P. Jagoda,  H. Lin, Eds., 
Washington DC: Georgetown University Press, 2012, pp. 89–104.

[42]	 E. Gartzke, “The myth of cyberwar bringing war in cyberspace back down to 
Earth,” International Security, vol. 38, no. 2, pp. 41–73, 2013, doi: 10.1162/
ISEC_a_00136.

[43]	 J. Zhang et al., “The impact of digital economy on the economic growth and 
the development strategies in the post-COVID-19 era: evidence from countries 
along the ‘Belt and Road,’” Frontiers in Public Health, vol. 10, no. May, pp. 1–17, 
2022, doi: 10.3389/fpubh.2022.856142.

[44]	 M. Carr, “Power plays in global internet governance,” Millennium: 
Journal of International Studies, vol. 43, no. 2, pp. 640–659, 2015, doi: 
10.1177/0305829814562655.

[45]	 J.J. van Vuuren, L. Leenen, “A model for measuring perceived cyberpower,” 
Proceedings of the 13th International Conference on Cyber Warfare and 
Security, ICCWS 2018, 2018, pp. 320–327.

[46]	 N. Inkster, China’s Cyber Power, 1st ed. Oxon: Taylor & Francis, 2016. 
Available at: https://www.routledge.com/Chinas-Cyber-Power/Inkster/p/
book/9781138211162 (Accessed: Jan. 20, 2023).

[47]	 L. Tsui, “The panopticon as the antithesis of a space of freedom: Control and 
Regulation of the Internet in China,” China Information, vol. 17, no. 2, pp. 65–82, 
2003, doi: 10.1177/0920203X0301700203.

[48]	 R.Á. Pinto, “Digital sovereignty or digital colonialism?,” International Journal on 
Human Rights, vol. 15, no. 27, pp. 15–27, 2018.

[49]	 S. Hoffmann, S. Bradshaw, E. Taylor, “Networks and geopolitics: How great 
power rivalries infected 5G,” Oxford Information Labs, pp. 37, 2019.

[50]	 F.C. Domingo, “Conquering a  new domain: Explaining great power competi-
tion in cyberspace,” Comparative Strategy, vol. 35, no. 2, pp. 154–168, 2016, doi: 
10.1080/01495933.2016.1176467.

[51]	 T. Rid, B. Buchanan, “Attributing cyber attacks,” Journal of Strategic Studies, vol. 
38, no. 1–2, pp. 4–37, 2015, doi: 10.1080/01402390.2014.977382.

[52]	 S.W. Lonergan, “Cyber power and the international system,” Columbia 
University, 2017. doi: 10.7916/D88D07PH.

[53]	 UNCTAD, “Digital Economy Report 2021- Cross-border data flows and develop-
ment: for whom the data flow,” New York, 2021. 

[36]

www.acigjournal.com
https://doi.org/10.1177/223386590901200302
https://doi.org/10.3390/fi8030045
https://doi.org/10.1162/ISEC_a_00136
https://doi.org/10.1162/ISEC_a_00136
https://doi.org/10.3389/fpubh.2022.856142
https://doi.org/10.1177/0305829814562655
https://www.routledge.com/Chinas-Cyber-Power/Inkster/p/book/9781138211162
https://www.routledge.com/Chinas-Cyber-Power/Inkster/p/book/9781138211162
https://doi.org/10.1177/0920203X0301700203
https://doi.org/10.1080/01495933.2016.1176467
https://doi.org/10.1080/01402390.2014.977382
https://doi.org/10.7916/D88D07PH


Assessing Power and Hierarchy in Cyberspace

www.acigjournal.com  –––  acig, vol. 3, no. 2, 2024  –––  doi: 10.60097/ACIG/190481

[54]	 Q. Meng, M. Li, “New economy and ICT development in China,” Information 
Economics and Policy, vol. 14, no. 2, pp. 275–295, 2002, doi: 10.1016/
S0167-6245(01)00070-1.

[55]	 Centre for Strategic and International Studies, G20 Toolkit for Measuring Digital 
Skills and Digital Literacy: Framework and Approach. [Online]. Available: https://
www.csis.or.id/publication/g20-toolkit-for-measuring-digital-skills-and-digital- 
literacy-framework-and-approach/ (Accessed Apr. 02, 2023).

[37]

www.acigjournal.com�
https://doi.org/10.1016/S0167-6245(01)00070-1
https://doi.org/10.1016/S0167-6245(01)00070-1
https://www.csis.or.id/publication/g20-toolkit-for-measuring-digital-skills-and-digital-literacy-framework-and-approach/�
https://www.csis.or.id/publication/g20-toolkit-for-measuring-digital-skills-and-digital-literacy-framework-and-approach/�
https://www.csis.or.id/publication/g20-toolkit-for-measuring-digital-skills-and-digital-literacy-framework-and-approach/�


Joshua Jaffe, Luciano Floridi

www.acigjournal.com  –––  acig, vol. 3, no. 2, 2024  –––  doi: 10.60097/ACIG/192959

Ransomware: Why It’s Growing 
and How to Curb Its Growth

Joshua Jaffe | Oxford Internet Institute, Oxford University, UK |  
ORCID: 0000-0001-8238-4949

Luciano Floridi | Digital Ethics Center, Yale University, USA |  
ORCID: 0000-0002-5444-2280

Abstract
Ransomware is an increasingly pernicious threat to 

individuals, businesses, economies, and societies. Ransomware 
attacks simplify the typical cybercrime value chain. Given the 
exponential growth of data, the wide distribution of connected 
devices, the so-called internet of things, and the power of artificial 
intelligence to exponentially scale attacks, ransomware is likely 
to continue to grow. Much research and analysis has focused on 
ransomware tool kits, malware samples, and the vulnerable victim 
landscape. However, this is only part of the picture. At its core, ran-
somware is a crime committed almost entirely for economic ben-
efit. Yet, research on behavioural factors and market forces that 
incentivise the proliferation of ransomware is limited. The majority 
of what does exist comes in the form of media reporting and indus-
try periodicals. Given their relevance, these sources should not be 
discounted out of hand. Yet, how critically should their findings be 
viewed and inherent conflicts within their findings be resolved? 
Further, as the profit motive of ransomware is similar to other eco-
nomic crimes, how relevant is the vast body of research on crimi-
nality or on behavioural economics to understanding the growth 
of ransomware? In this article, we review the literature relevant to 
understanding the growth of ransomware by widening the lens to 
include a range of relevant multi-disciplinary academic sources as 
well as industry data. We then discuss our conclusions regarding 
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the forces compelling its growth and identify areas requiring further 
study that could reverse the trend.

Keywords
Ransomware, cybercrime, cyber warfare, extortion, malware

1.  Introduction

The ransomware trend in cybercrime is growing. Online 
virus database VirusTotal has received uploads of more 

than 80 million ransomware samples since 2020 [1]. According to 
global telecommunications company Verizon, the frequency of ran-
somware attacks doubled in 2021 [2]. In its survey from the same 
year, the International Data Corporation (IDC) found that 37% of 
companies reported having been the victim of ransomware, the 
highest percentage in the survey’s history [3]. The Federal Bureau of 
Investigation reports that ransomware-related complaints have risen 
62% year-on-year in the United States [4]. The World Economic Forum 
considers cybercrime the most significant threat to businesses in the 
United States, Canada, and Europe [5]. In 2020, Farahbod et al. esti-
mated the cost of cybercrime on the global economy at ‘up to $1 tril-
lion’ [6]. Editor-in-chief of Cybercrime Magazine Steve Morgan went 
further, estimating the overall cost of cybercrime would exceed $10 
trillion by the end of 2025. He also noted that ransomware is increas-
ingly becoming the go-to choice for cybercriminals [7].

Most of the data about the cost of cybercrime and the growth of 
ransomware come from industry sources. Though the above statis-
tics are staggering in their claims, it should be noted from the out-
set that the methodology for calculating the cost of cybercrime, or 
a particular variety like ransomware, varies considerably by author. 
Further, many of these industry sources have a vested interest in 
certain perceptions of ransomware crime, so – while they fill a gap 
in the literature – their findings should be subject to skepticism. 
Anderson and coauthors address some of these challenges in their 
2019 reprisal of their 2012 paper, noting that, in addition to chal-
lenges with availability of data, there is also a methodological issue 
as well [8]. They note some authors include only the direct losses to 
hackers, others consider the indirect societal costs and the invisible 
tax passed along to consumers in the form of growing cybersecurity 
budgets that inevitably find their way to the cost of goods sold [8].

Regardless, without attempting resolve the precise societal cost of 
ransomware, the growth of this crime observed by all the above 
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sources suggests that ransomware has become endemic, and this 
has far-reaching implications for individuals, corporations, societ-
ies, and economies. Despite the alarming increase in ransomware, 
the underlying social and ethical forces involved remain understud-
ied. Most analyses focus on what and when questions. They enumer-
ate the details of isolated attacks and adopt a technical approach to 
analysing specific malware tool kits and individual criminal actors. 
This kind of research is necessary but insufficient because it grants 
only a partial understanding of the growing ransomware phenom-
enon. It is inadequate for drawing societal conclusions to address 
the problem because it does not consider the actors’ motivations 
and values.

Conventional approaches limit our capability to circumscribe and 
minimise ransomware attacks because they provide an incom-
plete understanding of the scope and scale of the problem. This 
is inconsistent with how we usually address other social and crim-
inal ills. Typically, policymakers focus on who, why, and how ques-
tions. For example, law enforcement does not develop strategies 
for combating violent crime by evaluating individual shootings and 
context-specific forensic evidence from an individual event. Public 
safety officials do not write building codes based on a detailed study 
of an individual residential fire. Nor do national security officials 
develop strategy solely based on an individual adversary’s infantry 
forces. Stated this way, common sense, and general familiarity with 
each broad category of policy, make the above examples unsuitable 
for drawing macro conclusions about combatting violent crime, 
improving residential building standards, or securing a national 
defence. Each of these domains is composed of a mosaic of fac-
tors, and the relevant actors have a complex range of motivations. 
Effective policing strategy considers the motivations of criminal 
actors and the forensic specifics of individual crimes. Fire preven-
tion requires the thoughtful selection of materials, construction 
in accordance with building code requirements, and responsible 
behaviour on the part of individuals. Defence policy does not rely 
solely on analyses of an adversary’s military capabilities but also on 
national interests and the character of their respective leaders. As a 
result, in this review, we widen the aperture and consider a range of 
literature relevant to better understanding the motivations of ran-
somware actors as well as the scale of ransomware crime.

1.1.  Scope of Analysis 
Individuals, governments, and societies solve systemic 

problems by understanding and addressing all the relevant factors 
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that drive behaviour. Also visible against the backdrop of these 
examples is the fact that the success of the policy is not dependent 
on criminal code and legal redress alone. They also depend on a 
degree of convergence between the norms and values within a 
society and the problem in question. For example, most individuals 
in a society do not merely avoid criminal behaviour because it has 
been defined as illegal but also because social pressures are applied 
which cause a criminal record to carry a social penalty. Construction 
companies don’t comply with civil building codes simply because 
they are legally required to but also because there are commercial 
penalties associated with a poor safety reputation. And, a strong 
national defence is not merely the product of defensive arms but 
also strong alliances, social cohesion, and economic resilience. 
When all works well, this can align individual motivations with desir-
able ends, such as social progress and the collective good. 

This article is intended to provide the grounds for future analyses of 
how the growth of ransomware might be curtailed through socio-eco-
nomic interventions. In doing so, we aim to (1) provide a systematic 
overview of the problem, (2) assess the state of the current debate, 
and (3) suggest underexplored areas of both practical and theoreti-
cal interest for tackling the ransomware problem. We focus on gover-
nance, ethical, legal, and social implications (GELSI). We also engage 
with well-studied cases from the social sciences relevant to our topic 
(e.g. issues around paying conventional ransoms to kidnappers). 

In our analysis, we focus on (1) single ransomware, which refers 
to the encryption of data and then the holding of the decryption 
keys for ransom, and (2) double ransomware, which is like single 
ransomware but with the addition of extortion involving the pub-
lic disclosure of stolen data to compel ransom payments [9]. These 
two types of ransomware account for most of its growth. They also 
share a common motivation: compelling a data owner or custodian 
to act against their interests through extortion. We do not discuss 
purely destructive cyberattacks, nor do we discuss so-called false-
flag ransomware, which disguise attacks intended to be purely 
destructive as ransomware attacks [10]. We make this distinction 
because we consider destructive cyberattacks and false-flag ran-
somware to be different kinds of phenomena because the motiva-
tions of the actors are different.

1.2.  Methodology
Motivated by an interest in understanding the forces driv-

ing ransomware’s growth, we conducted a state of the art review of 
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the literature relevant to the social and behavioural analysis of ran-
somware crimes [11]. We structured our review of the relevant liter-
ature by focusing on articles that can help answer the who, why, and 
how questions. We reviewed more than 100 sources and ultimately 
selected 50 for inclusion on the basis of their novelty and relevance 
to answering these questions. We relied on academic journal arti-
cles that describe the origin and nature of ransomware crimes 
committed over the course of the past four decades. However, this 
review also subjects a wide range of industry research and statistics 
on ransomware to critical review. While we did ultimately include 
some industry estimates of the scope and scale of ransomware we 
considered most credible, we focused primarily on those sources 
able to help characterise the behaviour of cybercriminals and 
answer the who, why, and how questions noted above.

Given that ransomware has many similarities with conventional 
economically motivated crimes, this review also considers liter-
ature in the fields of Criminology and Economics that we believe 
adds to the collective understanding of ransomware’s growth. We 
conducted further analysis, applying conventional techniques used 
in these disciplines to reach indirect conclusions about these ran-
somware questions, where no direct contextual data relevant to a 
specific aspect of the ransomware problem was uncovered through 
our research. Finally, we also interviewed some experts, including 
their insights into our findings (see Figure 1).
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Figure 1. Included sources by field of study.

1.3.  Structure and Framing of Analysis 
Our findings organise the literature on the social forces 

involved in the rise of ransomware into five sections. Following the 
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introduction found in Section 1, we proceed to Section 2, where 
we describe the what and when questions about ransomware. This 
establishes the foundational claim that ransomware is an endemic 
problem. In Section 3, we address the who question by reviewing the 
research on ransomware actors and the origin of attacks. This sup-
ports the claim that actor-analyses are mostly descriptive and lack 
an understanding of motivating factors. In Section 4, we focus on the 
why question. We consider the literature on the illicit marketplace for 
ransomware, the exchange of value in the marketplace, and how this 
drives actor behaviour. In Section 5, we discuss the how question. We 
evaluate the effects of various practices on the ransomware problem 
and the adverse selection bias involved. In Section 6, we conclude 
our analysis and consider some areas for further study.

2.  What and When: A Brief Summary of the 
Evolution of Ransomware Tactics
The increase in ransomware attacks may have surprised 

many in government and industry, but the core reason for such 
growth is not a mystery. Ransomware attacks simplify the typ-
ical cybercrime value chain, where reduction in complexity drives 
growth. In this section, we discuss how ransomware has been 
employed as an attack method to extract value over the past two 
decades.

Ransomware attacks were common but not epidemic until 2013. 
Since 2013, they have grown by more than 500% [12]. Ransomware 
evolved in the late 1990s from simple user interface (UI)-lockers 
to disk-encrypting cryptographic ransomware. More recently, they 
have advanced to include file-exporting tool kits that encrypt users’ 
data and enable data theft [13]. For over a decade, most attacks 
opportunistically targeted individuals, typically with random mass-
mail Spam or indiscriminate drive-by downloads.1 Over this period, 
almost all attacks originated in Russia, and targets were mostly in 
Russia or countries on the Russian periphery [14].

The number of ransomware malware samples doubled each quar-
ter in 2011, mainly owing to the development of commercialised 
ransomware tool kits and anonymous payment systems [14]. This 
sharp growth continued as the illicit market for ransomware tool 
kits, know-how, and payment mechanisms expanded. Ransomware 
attacks exploded in 2016 when there was a tactical shift towards 
targeting large corporations with so-called wormable ransomware 
(ransomware that can burrow through a computer network with-
out direct control from the hacker). This naturally correlated with 

1 A drive-by 
download is a method 
of exploiting a victim 
computer that can infect 
a vulnerable web browser 
software if a user visits a 
compromised website.
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increasingly high ransom demands. This coincided with a rise in 
cyber extortion over the same period of time, where not only was 
data held for ransom but the threat of exposing to regulators the 
fact that an organisation had been hacked is used to compel speedy 
payment [15].

Only a negligible fraction of this reported growth can be explained 
by improved methods for detecting ransomware attacks. The 
online computer virus aggregator VirusTotal counts 11.7 billion ran-
somware malware samples uploaded to its services since 2005 [1]. 
When plotted over time, the increase represents a growing wave, 
rather than a sudden jump. Leveraging data collected and reported 
by Verizon, we find that ransomware accounted for less than 1% of 
all reported cyberattacks in 2013 but more than 25% in 2021 (see 
Figure 2) [16]. The compounded annual growth rate (CAGR) for this 
period exceeds 50% per annum, a significant increase and one that 
supports the observed trends.
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Figure 2. Ransomware as Percent of Total Reported Attacks in Verizon VERIS Data Base and DBIR Report.

That said, a closer look at the data suggests a couple of caveats. 
Firstly, although the general trend in reported ransomware crimes 
has trended up, the overall number of cybercrimes reported in 
VERIS has declined consistently since 2013. Part of the ransom-
ware’s annual percentage growth could be attributed to this 
decline in the denominator.2 Secondly, significant regulation in 
this period created new reporting and remuneration obligations 
for corporations affected by ransomware. This likely impacted the 
number willing to publicly report any cyberattack, possibly resulting 
in gross undercounting. Although it is impossible to know for sure, 
we think that the decline in general cybercrimes being reported 

2 At the time of 
these analyses, the raw 
total of attacks in VERIS 
was available only for the 
year 2017. The 2022 DBIR 
Report, which is calculated 
on the raw VERIS data, 
provided the percentage 
of attacks categorised as 
ransomware from 2017 
to 2021. It is therefore 
possible to complete 
the table in Figure 1 
only as a comparison of 
percentages.
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is attributable to a shift in emphasis away from nuisance crimes 
towards more significant cases. Given several reporting disincen-
tives, it seems likely that ransomware events are undercounted. We 
suspect that the trend in ransomware crimes is more severe than 
represented in Figure 2. 

Regardless of which sources are consulted, ransomware is a prev-
alent and growing method by which cybercriminals seek to extract 
value. It also appears that the wave has not yet crested. In their 
survey of ransomware techniques, McIntosh and colleagues note 
that there is a consensus expectation that ransomware attacks will 
not only continue to grow but also shift towards more disruptive 
tactics that are more difficult to combat [13]. According to McIntosh 
et al. [13], 

1.	 There will be a reduction in attacks on private individuals and 
an increase in attacks on organisations, further optimising the 
time-to-value ratio in favour of the attackers. 

2.	 There will be a shift in tactics towards active exploitation of tech-
nology vulnerabilities and away from passive infiltrations (e.g. 
via phishing, vishing, or fraud).

3.	 There will be a broadening of the mechanism to deprive enter-
prises of access to their systems, possibly renewing the focus on 
distributed denial of services (DDoS) attacks instead of only file 
encryption.

With these forecasts as the backdrop, the proliferation of network-
connected industrial internet of things (IIoT) devices upon which 
vital social enterprises rely raises stark concerns. Many of these 
have been summarised by Yaqoob et al. [17], who stress the vital 
functions that connected IIoT devices perform. These devices have 
also proven to be significantly vulnerable to ransomware attacks. 
At the macro level, Yaqoob et al. discuss ransomware risks to hos-
pital centres, water treatment facilities, the electrical grid, pharma-
ceutical production, and nuclear reactors [17]. At the micro level, 
autonomous vehicles and implantable medical devices appear 
particularly at risk. Society is becoming increasingly dependent on 
technology, and connected devices play an increasingly vital role in 
human safety and societal well-being. It is insufficient to consider 
ransomware attacks within the limited view of technical exploits 
and countermeasures. Ransomware requires a response simi-
lar to approaches addressing other grave societal threats. Such a 
response, we contend, must recognise the motivations of the bad 
actors involved and realign their interests with those of society at 
large.
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3.  Who: On Actors, Motivations, and Public 
Perception
Data on cybercriminals is difficult to gather, given the 

shadowy and opaque nature of cybercrime. As such, cybercrim-
inals’ motivations can be challenging to assess and categorise. 
These issues make it difficult for the public to perceive the prob-
lem accurately. It also makes developing a framework or standard 
for ethical behaviour challenging. Cyberattacks also have effects 
beyond strictly financial ones. For example, ransomware attacks 
against hospitals in the United States and Europe have prolonged 
patients’ wait times for critical care.3 Nonetheless, public perception 
and ethical criticism of cybercriminals and cybercriminal activity 
remain mixed owing to the cyber domain’s opacity. Social pressure 
on cyber criminals also remains only mildly influential.

3.1.  Public Perception of Cybercrime and Ransomware
Mulhall’s survey of public perceptions of cybercriminals is 

dated, but it shows some interesting trends [18]. When viewed from 
the largely benign perspective of hacking, public perceptions tend 
to be mixed. Many survey respondents had a negative association 
with terms connected with cybercriminal behaviour. This was most 
closely associated with news of attacks that personally affected 
people. Negative associations were especially acute when attacks 
risked the health or lives of individuals. However, when hackers 
targeted nameless/faceless corporations, especially those with 
poor public reputations, then public opinion was less condemn-
ing (Mulhall focuses on the targeting of the US and British Telcom 
giants at the height of their profits).

Given the age of this survey, we should supplement it with more 
recent corroboration. There is evidence to suggest a parallel in 
current public sentiment. Pawlicka and colleagues illustrate this 
by citing examples of so-called hacktivism [19]. Hacktivism targets 
organisations that the hackers believe are perpetrating a systemic 
injustice. As such, most attacks do not cause general public alarm. 
Harford, from marketing and sales services company TechTarget, 
notes that, prior to 2016, ransomware attacks were mostly limited 
in scope and sophistication [20]. They targeted individuals, ransom-
ing personal files, photos, and financial documents. Attackers often 
adopted a friendly approach, sometimes even apologising for the 
inconvenience and offering support to fix the problem after the 
ransom was paid [20]. There is not much literature on the effect of 
this tactic, but public outrage was generally muted. This changed in 
2016 with the Petya and WannaCry attacks. These attacks leveraged 

3 In one case, a 
patient in a German 
hospital died while waiting 
for emergency treatment 
[5].
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the EternalBlue exploit, which allows malware to worm through a 
victim’s network. This new capability led to the targeting of enter-
prises, large-scale damage, and the extraction of much larger 
ransoms [4]. This and other similar tactics increased the scope of 
the attacks and led to wider ripples throughout the society, often 
affecting individuals well beyond the targeted company. Examples 
include the attack on the British NHS in 2017, staple food producer 
JBS in 2021, and the energy company Colonial Pipeline in 2021. 
These directly impacted consumers’ convenience, health and/or 
financial well-being. The result was stark shift in perceptions of this 
kind of crime and the actors who perpetrate it [21].

Applying these findings to the modern ransomware context leads to 
two conclusions, both suggesting the need for further study. Firstly, 
public outrage was limited when wealthy corporations were tar-
geted and where members of the public were not directly impacted 
(either financially or socially) [18]. Secondly, this sentiment reverses 
after 2015. This correlates with a shift to more risky tactics, more 
impactful and prominent targets, and increased public concern. 

3.2.  Motivations of Cybercriminals
Direct, first-person accountings of what motivates those 

involved in ransomware or other types of cybercrime often suffer 
from bias. Journalistic reporting about those engaged in this type 
of criminal activity is often overly influenced by a few sensational 
cases. They range from the comical Kindergarten Hacker [22] to the 
legendary Evil Corp [23]. However, a few more grounded analyses 
do exist, which provide some insights about motivations.

A 2016 analysis of self-described hackers from the United States, 
the United Kingdom, and Germany was conducted by PaloAlto 
Networks and the Ponemon Institute. They found that most cyber-
criminals fit the stereotype. Most were underemployed (the average 
annual income from cybercrime was slightly more than £20,000). 
More than two-thirds claimed that monetary gain was their sole 
or primary motivation. On average, they completed only two suc-
cessful attacks per year. These were, however, sufficiently lucrative 
to make the attacks worth the investment of time and resources. 
The typical attack took less than 24 hours to execute and yielded an 
average return of between £8,600 and £10,900, depending on the 
country of the respondent [24].

Security periodical CSO Online estimates that the aggregate cost of 
cybercrime likely exceeded $6 trillion in 2021 [25]. Similar surveys 
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also provide some insights into cybercriminal motivations. However, 
they likely suffer from sampling error. For both the Ponemon 
Institute and the CSO Online estimates to be correct, approximately 
one in ten people would need to be engaged in cybercrime. This 
seems highly implausible. Ian Thornton-Trump [26] offers a more 
likely explanation. Many cybercriminals are freelancers, but most 
losses result from professional cybercriminals working full-time. 
Professional cybercriminals use much more sophisticated meth-
ods and therefore cause much more damage. Most are organised 
into criminal cartels [16]. They share the profit motive identified by 
PaloAlto Networks and the Ponemon Institute but execute their 
attacks more frequently and precisely [24]. Further, Gragido et al. 
shed some light on the big business of cybercrime. They demon-
strate the approach of mature syndicates taking a structured 
approach to cybercrime research and development (R&D), often 
investing millions of dollars with the realistic prospect of achieving 
many millions more in return on their investments [27].

4.  Why: On the Marketplace for Ransomware
Cybercrime Magazine calculated that the cost of ransom-

ware grew from $325 million in 2015 to $5 billion in 2017 [28], an 
increase of more than 1500%. According to the threat research 
team at Verizon, ransomware attacks represented 3% of all cyberat-
tacks in 2017 [2]. By the end of 2021, ransomware attacks accounted 
for 25% of all cyberattacks. The associated value lost is estimated to 
grow to an aggregate of $265 billion by the end of the decade [29]. 
This, too, likely represents a significant underestimation of the 
damages due to the severe disincentives to public reporting of ran-
somware attacks noted above.

Interestingly, the illicit trade in ransomware malware seems quite effi-
cient despite the large volume of malicious ransomware code. Cyber 
actors, like conventional actors, engage in a rational evaluation of 
tradeoffs before choosing to commit a crime. This is consistent with 
application of the Rational Choice Theory, now widely applied to other 
conventional crimes [30]. Ransomware exhibits higher benefits and 
lower costs than other types of cybercrime. The macro factors driv-
ing the growth of ransomware (apart from other types of cybercrime) 
appear to be related to its ability to convert criminal activity into value 
efficiently. Historically, cybercriminals needed to go through the fol-
lowing nine steps: (1) discover a vulnerability in a system, (2) create 
malware capable of exploiting the vulnerability, (3)  ‘weaponised’ 
that malware to gain access to a victim system, (4) conduct ‘recon-
naissance’ until data considered valuable is recognised, (5) exfiltrate 
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those data without being blocked, (6) market the data for sale at illicit 
marketplaces, (7) find a prospective buyer, (8) gain the buyer’s trust 
regarding validity and uniqueness of the data, and finally (9) conduct 
an exchange of value. Contrast this with ransomware, where the data 
can be assumed to be valuable because they are currently being used 
by the custodian, nothing needs to be exfiltrated, and the buyer is 
built into the equation from day one. 

4.1.  The Market Concentration of Ransomware Malware 
This efficiency does not stop with the attack itself; it 

extends into the ransomware ‘ecosystem’. Analysing the data 
reported by VirusTotal, it appears that the commercial hacker 
market operates in a near-frictionless, highly consolidated fash-
ion, where capital is allocated to the most efficient software. 
Traditionally, economists use the Herfendahl–Hirschman Index 
(HHI) to assess market concentration. The HHI sums the square 
of each vendor’s market share in a market segment. It does so by 
using the following simple formula: HHI = s1

2 + s2
2 + ⋯ + sn

2, where 
s denotes market share and n denotes the number of compet-
itors in the market. When evaluating monopolistic market power 
in anti-trust cases, the US Department of Justice considers an HHI 
of more than 2500 to be highly concentrated. If we apply the HHI 
model to the selection of ransomware malware samples reported 
by VirusTotal, then we get an HHI score of 6250 (see Table 1). This 

Table 1. Top ransomware families as percentage of total reported ransomware 
malware samples described to VirusTotal.

Top 10 malware families % of Samples HHI score

Gandcrab 78.5% 6162.3

Babuk 7.6% 57.9

Cerber 3.1% 9.7

Matsnu 2.6% 6.9

Wannacry 2.4% 5.8

Congur 1.5% 2.3

Locky 1.3% 1.7

Teslacrypt 1.1% 1.3

Rkor 1.1% 1.2

Reveton 0.7% 0.5

Total 100.00% 6249.5
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is more than 2½ times the Department of Justice bar for highly 
concentrated. Of more than 60 million samples organised into 130 
malware families in 2020, cybercriminals chose the Grandcrab mal-
ware more than 75% of the time. The top three malware families 
accounted for approximately 90% of all attacks; malware families 
11–130 accounted for less than 1% of all attacks. 

The frequency with which cybercriminals use a piece of malware 
is only partially attributable to functionality and vulnerabilities 
exploited. A tool kit’s flexibility for payment mechanisms and the 
built-in ability to obscure traceability are also important. Kharraz 
and colleagues thoroughly analysed the most popular ransom-
ware software [12]. They reached some interesting conclusions 
about attacker behaviour. Analysing 1359 samples, they found that 
more than 80% of tool kits included features for obscuring payment 
traceability. Not surprisingly, cryptocurrencies were most popu-
lar for receiving extorted money, with bitcoin being the cryptocur-
rency most demanded by attackers at the time of the study. Others 
requested cash cards, like Moneypak, Paysafe, or UKash. Of those 
using bitcoin, almost three-quarters used a bitcoin address for only 
two transactions (the incoming transaction to receive payment, then 
an outgoing one to move the funds) [12]. From there, attackers split 
the outgoing funds into multiple accounts (or cryptocurrency wal-
lets) to obscure traceability. They laundered the extorted funds by 
mixing them with funds in other wallets accumulated from various 
sources. The ‘clean’ funds were later recombined and dispersed 
back to the attacker in a ‘clean wallet’. Most of the accounts and 
aliases associated with these wallets were active for fewer than five 
days. Following this period of time, they were often discarded and 
never used again.

4.2.  Component Costs and Value Creation of  
Ransomware Tools
The darkweb marketplace for the different components 

of a ransomware attack is opaque but not impossible to survey. 
Huang and colleagues offer clues on how value can be exchanged 
and disrupted. They document entire pharmacy databases of cus-
tomers’ personal information available for less than $1000 [31]. 
There are groups (or so-called bot-nets) of compromised devices 
with pre-installed bitcoin mining software for an average price of 
€2.25. Phishing services, managed by professional cybercriminals 
and operating on a criminal customer’s behalf, cost approximately 
$100 per month [31].
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Although their research into the value chain of ransomware trans-
actions was limited to a single example, it provides some evidence 
that warrants broader study. Huang et al. note that the darkweb 
purchase of the Neutreno ransomware payload, corresponding tool 
kit, and related services to execute a ransomware attack end-to-end 
would cost approximately $13,000 per/month plus an aggregate 
commission of 40% on gains. Based on reports by the Cisco cyber 
research team, conservative estimates of return on investment by a 
skilled hacker gang would exceed 500% or $81,000 per/month [31]. 
This could be accomplished by a criminal with minimal technical 
skill or prior experience in cybercrime.

This analysis is based on a review of one tool kit and one exploit. 
Although it does not necessarily represent the broader population 
of ransomware tool kits and actors, it supports the idea that the 
rapid growth of ransomware can be explained by its ability to gen-
erate value more easily, elusively, and profitably than other cyber-
crime-related activities. The authors also suggest several areas 
for further study that could alter ransomware returns on invest-
ment to the detriment of attackers. We return to this topic in the 
Conclusion.

4.3.  Absence of Direct or Deferred Consequences
A significant financial component common in crime pre-

vention, but absent in the fight against ransomware, is the impo-
sition of costs after the crime. After a bank heist, for example, 
criminals are forced to abandon vehicles and technology. They 
often cannot reuse aliases that took time and money to create. 
They might have sunk costs in safe houses and equipment. This is 
often not the case in cybercrime, particularly ransomware crime. It 
significantly affects the cost side of the ledger when criminals know 
that their tools, networks, and well-being will be harmed because of 
their crimes [32].

In his Nobel Prize winning research into the economic framing of 
critical motivation, Gary Becker theorised that criminal decisions 
are made under a paradigm of marginalism which only takes into 
account the proximate costs and perceived benefits of the crime, 
with little regard given for the costs and benefits already experi-
enced [33]. Further, Nagin and coauthors build on this premise 
and suggest that criminal motivations will be higher where they 
risks associated with the marginal decision are opaque [34]. From 
the criminal perspective, this likely makes ransomware especially 
lucrative.
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We investigated this hypothesis, searching the literature on ran-
somware to determine if any research capable of determining the 
impact of marginalism on ransomware actors’ perceptions of the 
value created by a cyberattack. Laszka and colleagues have devel-
oped a novel approach for pricing the optimum ransom demand 
to ensure profitability for the attacker. It highlights the lucrative 
opportunities for attacker revenue creation, given the current con-
straints of the system [35]. That said, revenue represents only one 
side of the equation. Profit requires the subtraction of expenses 
and other costs from gross revenues. Laszka et al. suggest a formu-
lation for calculating the execution cost of ransomware attacks. The 
entire analysis merits consideration, but the core function posits a 
straightforward calculation of the unit cost of the attack, consist-
ing of a valuation of the attacker’s time plus the cost of developing 
or acquiring the attack software. The authors concede, however, 
that this issue is understudied, and while they do arrive at some 
interesting methods for estimating the value of the attacker’s time, 
there was insufficient data to calculate the overall attack cost using 
this method at the time of the article’s publication.

During our review of the topical literature, we did not identify 
any method that can suitably model costs and the breakeven 
point where commercially motivated ransomware attacks stop 
being profitable. There are, however, some interesting results 
from the private sector. Published in 2011, Martin’s ‘Cyber 
kill chain’ whitepaper identified seven steps that cyber actors 
must take to complete an attack [36]. Briefly summarised, the 
steps are: (1)  ‘reconnaissance’ to identify an exploitable target;  
(2) ‘weaponisation’ of a payload capable of exploiting the vulner-
able system; (3) ‘delivery’ of the payload via some mechanism, 
i.e. phishing; (4) successfully bypassing installed controls, such as 
anti-virus, and ‘exploiting’ the victim system; (5) ‘installation’ of 
a second-stage malware with the ability to conduct the intended 
activity of those data without being blocked; (6) ‘command and 
control’ of the victim system by the attacker; and (7) ‘actions on 
intent’, such as key exchange and encryption for a ransomware 
attack. The article articulated a method for modelling an attack 
that allows defenders to target each step of the attacker’s actions. 
Although some of the terminology may seem obscure, it allowed 
for much more complex attack vectors to be grouped for analy-
sis and countermeasure. This led to an approach in cybersecurity, 
known as ‘intelligence-driven defence’, which has been used as 
the basis for numerous cybersecurity innovations. The result has 
increased not only the defence efficacy but also the cost of per-
forming attacks significantly.
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In a recent interview, Mike Poddo (one of the coauthors of the orig-
inal ‘Cyber kill chain’ article) explained the results of a career spent 
applying intelligence-driven defence to deter attacks: 

‘Even well-funded, professional cyber actors operate with 
limited resources, this includes financial resources, but also 
includes time, patience, and rare zero-day exploits’.4

Poddo goes on to explain that, by analysing an attack at all seven 
stages of the kill chain, he was able to prioritise controls focused 
on each stage. This was done to maximise protection, but there 
are further benefits. For example, an attack might successfully 
bypass controls at the first four stages only to be caught at the 
fifth stage. However, the attacker is often blind to where the failure 
occurred. They know only that the attack failed and that there was 
no response from the device they were attempting to infect. They 
would then often replace every element of the attack infrastruc-
ture used in the first five stages. Poddo speaks of regularly seeing 
attackers discard perfectly good command and control infrastruc-
ture (which was unknown to defenders and was not being blocked) 
out of fear that it may have been detected. There were also times 
when his team discovered rare zero-day exploits, not through 
research or complex modelling but because they detected the 
attack using conventional controls at a subsequent stage and then 
reverse-engineered the initial exploit. Over time, even the most 
well funded attackers would tire of burning resources. Poddo had 
the following to say about the impact of this method of defence on 
attacker morale:

It’s hard to know anyone’s precise motivations, but we 
have KPIs [key performance indicators] associated with 
our jobs. If you were a hacker and your job was to success-
fully target companies in the defense and security sectors, 
wouldn’t you get tired of showing reports that indicated 
you spent lots of hours, burned through lots of vulnerabil-
ities and malware that were painstakingly developed, and 
had no successful compromises to show for it? [37]

The question is obviously rhetorical; we would likely answer it 
in  the affirmative. The cyberworld includes endless potential tar-
gets. The experiences Poddo recounts indicate that cyber attackers 
are motivated to maximise the return on their investments of time 
and energy. It also suggests that the incentive to engage in the 
attack decreases as both actual and opportunity costs for an attack 
increase.

4 ‘Zero-day 
vulnerability’ is an 
industry term used to 
describe vulnerabilities 
discovered by an attacker 
before the manufacturer 
of the software discovers 
them. There are then 
no developed patches 
or countermeasures in 
place. Once used, the 
vulnerability is traceable 
and the software 
manufacturer can develop 
fixes. The day the fixes are 
released is counted as day 
1 of the vulnerability’s life.
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5.  How Should Society Respond: Effective 
Ethical, Social, and Legal Constraints on 
Ransomware
Perspectives on the ethical implications of preventing 

cybercrime vary. According to Hollis and Ohlin, ethical actions con-
cerning cybercrime should align with ‘self-defense, economic inter-
ests in protecting intellectual property, and public health’ [38]. Much 
scrutiny has been applied to regulatory interventions targeted at 
cybercriminals but impacting citizen privacy as collateral damage. 
Critiques of these actions are numerous and are outside the scope 
of this article. More relevant to this review is the efficacy of these 
interventions at cybercrime deterrence. Here, the evidence suggests 
attempts to control cybercrime through purely punitive means have 
largely failed to keep up with the forces compelling its growth.

Law enforcement has mostly been slow to adapt rules of evidence 
and patterns of investigation to digital crimes [39]. Governments 
also struggle to deal with the transnational nature of most cyber-
crimes and the methodological process of international adjudica-
tion. Cyberspace facilitates borderless digital theft and hacktivism 
unmoored from standard constraints of proximity in the phys-
ical world. The crimes occur in a new domain of competition 
where there are no established norms for social pressures to act 
as restraints on bad behaviour [40]. Governance structures still 
observe Westphalian boundaries that do not apply to the digital 
contours of cyberspace [41].

In addition to the ambiguous and inadequate governance of cyber-
space, the growth of ransomware also benefits disproportionally 
from advances in anonymous cryptocurrency payment mecha-
nisms [41]. Paquet-Clouston and colleagues argue that the wide-
spread popularity of cryptocurrencies, such as bitcoin, has made 
a once fraught exchange of value low-risk and largely seamless. 
This is somewhat unique in the exchange of stolen goods. Usually, 
stolen property – art objects, for example – trade at a significantly 
reduced value owing to potential forfeiture and penalties for trad-
ing in stolen goods. A conventional ransom exchange is especially 
fraught because the currency can be traced, and both the kidnap-
pers and victims are physically vulnerable. Current governance 
structures and ethical pressures do not allow the imposition of the 
same constraints on cyber ransom.

Moreover, corporate shareholder interests are often misaligned 
with those of stakeholders. As Etzioni argues, a range of fac-
tors misalign the interests of corporations – typically the most 
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significant victims of ransomware – with societal aspirations 
(whether individual or collective) [42]. Etzioni states four rea-
sons for this: concerns about cost, regulatory burden, consumer 
pressure, and efficacy. He illustrates with an analogy to histor-
ical self-regulation challenges regarding environmental pollu-
tion. Quoting a cybersecurity expert at the Security and Exchange 
Commission, Etzioni writes: 

Cybersecurity resembles environmental law in that both 
fields are primarily concerned with negative externali-
ties. Just as firms tend to underinvest in pollution controls 
because some of the costs of their emissions are borne by 
those who are downwind, they also tend to underinvest in 
cyber defenses because some costs of intrusions are exter-
nalised onto others. [42]

To address this imbalance, a combination of social pressure, crim-
inal penalties, public policy, and financial disincentives is required. 
To be done with the highest degree of efficacy, a policy should align 
corporate, individual, and societal interests.

5.1.  Relevant Literature in the Field of Criminology 
Cybercrime occurs in a digital but not invisible market-

place. Many criminal cyber transactions market illicit goods deniably 
on the dark web and the exchange of value occurs online based on 
fictitious and deniable personas. Many crimes, ranging from illegal 
distribution of narcotics to wildlife trafficking, were once primarily 
confined to the terrestrial domain but now leverage the discretion 
of deniable cyberspace. This is especially well documented in lit-
erature on criminology as catalogued by Sebagh in Policing illegal 
drug and wildlife trades [43]. Yet, although the research demon-
strates that it is possible to observe the illicit trade on the dark web 
and apply specialised policing techniques, these have had limited 
affect owing considerably to the complexity of the jurisdictional 
environment and the lacking specialisation of law enforcement in 
digital forensics. Still, cybercrime is overwhelmingly conducted for 
profit, and law enforcement actions resulting in judicial penalty 
are only one means of affecting actor motivations. A range of law 
enforcement and adjacent organisations (some state-sanctioned 
and others not) have demonstrated their ability to affect criminal 
behaviour by raising real and perceived costs to the criminals. As 
Button demonstrated in Private Policing, the critical factor is for law 
enforcement actions to align with the public’s perceived and real 
interests, not only to align against the interests of criminals [44]. 
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We examine this through analysis of a conventional variant of a 
similar crime in the following section.

5.2.  Conventional Kidnapping and Ransom Case Study
As mentioned, the ethical implications of ransomware-

related crimes are understudied. However, analyses and evalua-
tions of more conventional ransom-related crimes are quite robust. 
Consider the rise of kidnappings for ransom in Latin America in the 
late 20th century. Studies adopting the GELSI approach to conven-
tional kidnapping could illuminate the ransomware problem. The 
National Defense University’s Marks notes that the Revolutionary 
Armed Forces of Colombia’s (FARC) use of kidnapping as a tool 
to generate ransom-related revenues in the 1980s and 1990s pro-
gressed from a source of minor revenue to the primary means of 
operational finance [45]. From a governmental and ethical per-
spective, this was considered far more benign than FARC’s nar-
cotics activity or its violent campaign against the government. It 
also furthered the local perception of FARC members as freedom 
fighters. Funds were extracted from wealthy foreign corporations, 
many of which were viewed by working-class locals as exploiting 
the country. Violence was also generally directed at foreigners, and 
most kidnappees were eventually returned alive.

This coincided with the mainstreaming of Kidnap and Ransom 
(K&R) insurance, offered primarily to expatriate executives from the 
United States and Europe. Ransom payment generally resulted in 
favourable outcomes. Nonetheless, some evidence suggests that 
this also created a moral hazard. The presence of insurance con-
tracts and the likelihood of seamless high-value payouts caused 
what is known in the insurance industry as adverse selection: being 
insured increases the risk of kidnapping [46]. Kidnappings in 
Colombia rose from 42 in 1982 to 3572 per year by the end of the 
century, an increase of more than 8000% [47]. By the early 1990s, 
Colombia had grown to lead the world in kidnappings. K&R insurers 
were quick to recognise this trend. They responded with a series 
of requirements for new insurance policies that effectively reduced 
adverse selection effects. Payouts to groups, such as FARC, also 
decreased because the US Office of Foreign Asset Control (OFAC) 
employed an international governance approach focused on ter-
rorist financing. Partner nations adopted similar methods [48]. 
Other political and social factors likely co-contributed to reducing 
kidnappings in Colombia. These are addressed by Pires et al. and it 
is informative to read their conclusion in its entirety [47]. However, 
there appears to be a clear correlation between measures taken by 
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insurers and regulators on the one hand and decreasing kidnap-
pings on the other. By 2010, the overall frequency of kidnapping for 
ransom in Colombia had dropped by 91% [47].

5.3.  Adverse Selection and Moral Hazard in Responses  
to Ransomware 
The cautionary tale of the K&R insurance market is illus-

trative of the present-day dynamics in cyber and ransomware 
insurance. We see a similar adverse selection bias in ransomware 
activities. The present cyber insurance market appears to be driven 
by the rise in ransomware targeting commercial enterprises. 
However, cyber insurance also contributes to the sharp ransom-
ware growth curve. Baker and Shortland, reflecting on the previ-
ously mentioned ransomware incident at Colonial Pipeline, noted 
that insurance may have contributed to a double failure, first failing 
to incent Colonial to achieve a security posture capable of limiting 
the damage of the hack and then by paying a large and public ran-
som that likely incented other bad actors [49]. According to Manky 
from cybersecurity company Fortinet, ransomware attackers will 
search a victim network for evidence of ransomware insurance 
contracts [50]. The attackers often take a particular interest in the 
deductible and maximum payouts guaranteed by a policy. We also 
see a trend in pricing related to the requested ransom that closely 
tracks conventional kidnapping and ransom. Attackers frequently 
align the ransom amount with their understanding of typical ran-
somware coverage to maximise returns and expedite payment [41].

There are then evident similarities between the two ransom- and 
extortion-based insurance markets. Just as abuse of K&R insur-
ance led to hardening of industry standards for security, Mott et al. 
demonstrate the sharp increase in ransomware crimes led to the 
insurance industry putting significant pressure on companies to 
improve internal security controls before they would be deemed 
‘insurable’ [51]. There also appear to be similarities between the 
decision calculus of those paying the ransom. Connolly and Hervé 
reflect on more than 40 specific ransomware cases and document 
that, even when benefit of payment appears clear, the victims con-
sidered a range of views about ethics of rewarding the attacker or 
the degree to which they could trust their guarantees, each making 
their decision far more complex [52]. However, it remains unclear 
whether governance measures targeted at reducing incentives for 
payment will result in similar reductions in ransomware attack fre-
quency. This area demands further study, as the point is less obvi-
ous than it may seem. On the one hand, it is reasonable to expect 
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that governance of payout mechanisms and checks on adverse 
selection effects will drive ransomware attack numbers down. On 
the other hand, there are notable dissimilarities between the two 
cases that may directly affect the efficacy of such controls and 
require careful investigation. 

For example, efforts have been made to reduce payments to ran-
somware actors through governance actions, such as OFAC. Some 
ransomware cartels have been labelled terrorist organisations, 
and ransom payments compared to terrorist financing. This mir-
rors the designation given to FARC in Colombia. However, unlike 
the Colombian example, the actor-and-victim relationship is not 
geographically bound when it comes to cybercrime. In Colombia, 
the actors were members of a known group that physically congre-
gated, organised in camps within FARC-controlled territory, and 
considered themselves members of an organisation with rank and 
hierarchy. Such a group can be designated an identifiable terror-
ist organisation and/or added to a banned list [46]. However, in 
the case of cybercrimes, attribution is non-geographical and often 
beyond the technical means of the victims. Cartel members may 
be distributed worldwide, and group affiliation may be discrete. 
Misattribution of attacks by ransomware syndicates known to be 
on a banned list will likely diminish the effect of these measures. 
A detailed investigation of the mechanisms that would disincen-
tivise ransomware attacks is sorely needed but would be far from 
simple.

6.  Conclusion
The frequency and extent of the damage continue to 

grow. The actor rationale behind this growth is straightforward: 
ransomware simplifies the attacker value chain. It commoditises 
the victim’s data, selling access to such data back to the victim. It 
exploits vulnerabilities that are abundantly available in software 
and computing systems. The illicit market for ransomware tool 
kits and exploits operates efficiently, where the most powerful 
malware and prolific actors rise to the top. This market is widely 
accessible to parties with a range of technical skills. It offers attack 
building blocks and raw materials to the technologically adept; it 
offers ‘ransomware as a service’ for the technophobe. The barri-
ers to entry are low, and the return is high (and growing higher). 
What further conclusions can be drawn from this realisation? Are 
there areas of investment or study that could alter the current 
incentive model, thus forcing the curve of ransomware growth 
downward? 
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It is clear that ransomware actors operate with motivations similar 
to those of other more conventional criminal actors. As a result, it 
stands to reason that policies targeted at their motivations would 
likely have a limiting effect. This was demonstrated by Waldrop in 
2016, chronicling a series of punitive efforts directed at cybercrim-
inals. They found that a law enforcement takedown of one group 
might have a ‘creative destruction’ affect similar to the failure of a 
business in the conventional economy, but also that punitive efforts 
that raised the cost of a material need by criminals did impact their 
behaviour, driving it away from the cost increase and towards an 
alternative [53]. Yet, it remains true that the overwhelming major-
ity of the academic literature focuses on the technical nature of 
ransomware crimes. Our research found that the majority of hard 
data on attacker activity, motivations, and transactions comes from 
industry. Only a handful of sources addressed the multi-disciplinary 
who and why questions that were our scope for this review.

Still, from the literature that does exist, it seems clear that reduc-
ing the financial benefits would significantly reduce the frequency 
of ransomware crimes, given that ransomware actors are primar-
ily motivated by monetary gain. Given Schneier’s observation that 
the majority of cybercriminals are low skill and low focus, combined 
with Hill’s [24] observation of the low average individual return, 
simply raising the real or opportunity costs of carrying out ransom-
ware attacks could significantly reduce the frequency of ransom-
ware crimes. Furthermore, concentrated social and legal pressure 
applied against the comparatively small number of criminal cartels 
generating disproportionate harm could have an outsized impact 
on the value realised by these organised ransomware actors owing 
to the concentration of the ransomware market (as measured by 
HHI). The economic impact on corporations and the life-threatening 
implications for individuals should motivate further innovations to 
reduce ransomware incentives. If properly understood, this could 
have the effect of leading to a greater convergence between socie-
tal norms and social values in cyberspace that might disincentivise 
criminal behaviour and lead to a greater degree of public diligence 
and corporate compliance. They could drive general acceptance of 
business models for technology products that impose a modest 
amount of friction for consumers, but with the benefit of rendering 
criminal technology business models obsolete.

There are many examples of similar parallels emerging in society 
and governance. Consumers first sought optional safety features in 
vehicles, many of which became standards enshrined in transpor-
tation regulations. Were the standards and governance removed,  
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it is unlikely that consumers would readily go back to driving vehi-
cles without seat belts, airbags, or anti-lock brakes – suggesting 
that the features provide value that exceeds the mandated compli-
ance. Individuals also readily accept a slight delay in access to their 
funds from the banking system to allow for transactions to clear, so 
as to reduce the risk of fraudulent transactions. It is certainly con-
ceivable that similar concessions could be made in cyberspace if it 
was clearly demonstrated that the cost to society was well below 
the cost imposed on criminal actors. It stands to reason that such 
innovations would fundamentally reduce the real and perceived 
value of financially motivated cybercrime. 

It is the conclusion of this review that cyber governance strategies 
that address the growth of cybercrime in general, and ransomware 
specifically, are understudied and badly needed. Further research 
needs to be done on how to provide potential victims and societ-
ies with significant leverage against attackers. Some limited work in 
this direction has begun [54], providing an excellent starting point. 
However, if society is to successfully combat cybercrime, effective 
governance must consider the social and financial costs of rem-
edies and ensure that the costs are aligned with societal norms 
and values with the costs primarily allocated to the bad actors. A 
detailed study of these costs, both allocated to society and to cyber-
criminal, is necessary. It should engage the domains of economics 
and criminology to the same or greater degree than that of com-
puter science, and should focus on demonstrating specifically the 
point at which social, legal, and financial pressures can bring the 
cost of conducting ransomware attacks equal to the value likely 
to be achieved by the cybercriminal. Such a study lies beyond the 
scope of this review article, but is planned as the topic of forthcom-
ing research.
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Abstract
Our ongoing, descriptive study explores the intricacies of 

Offensive Cyber Operations (OCOs), particularly in the context of 
the Russian-Ukrainian conflict that began in 2022. This conflict has 
underscored an escalation in Russian cyber capabilities. Despite 
OCOs playing a role, academic research indicates a relatively lim-
ited ‘spillover effect’. Our study aims to investigate this limited 
spillover, focusing on the lack of collaboration among Advanced 
Persistent Threat (APT) groups associated with Russian intelligence 
agencies: GRU, SVR, and FSB. By analysing the operational and 
technical integration among these agencies, we seek to identify 
factors influencing cooperation. Preliminary findings suggest that 
internal competition and historical disparities may have hindered 
effective coordination in cyber operations. We posit that this lack 
of coordination could potentially reduce cyberattack effectiveness 
and increase detection likelihood. Importantly, we recognise that 
behavioural aspects, such as the principal-agent problem, may con-
tribute to the barriers preventing collaboration and coordination. 
These behavioural factors, alongside institutional rivalries, likely 
play a significant role in shaping the competitive dynamics among 
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Russian intelligence agencies. As our research progresses, we aim 
to explore the implications of this internal rivalry on the develop-
ment of technical infrastructure for Russia-affiliated APT groups. 
We anticipate that our findings illuminate the reasons behind the 
apparent reduced effectiveness of cyberattacks in this scenario. 
This exploration of competitive dynamics, historical nuances, and 
behavioural factors within Russian intelligence agencies is crucial 
for a comprehensive understanding of the broader cyber opera-
tions landscape. We present this paper as a work in progress, aim-
ing to contribute to the ongoing discourse in this field.

Keywords
cyber threat, intelligence, APTs, coordination, cooperation

1.  Introduction

According to Damjan Štrucl, the role of Offensive 
Cyber Operations (OCOs) in modern conflicts has 

been notably heightened by the Russian invasion of Ukraine on 
February 24, 2022. Prior analyses, drawing from precedents like 
Stuxnet and NotPetya, had projected a significant impact of cyber 
warfare, particularly through malware distribution with potential 
repercussions extending beyond the immediate conflict zone to 
affect other nations and organisations. This expectation was under-
pinned by the recognition of Russia’s formidable cyber capabilities. 
Yet, the unfolding of events presented a striking puzzle: contrary 
to widespread predictions, the Russian OCOs manifested limited 
effects on the war’s outcome. This discrepancy was highlighted 
in several assessments that questioned the anticipated dominant 
role of cyber operations in the conflict. On the one hand, forecasts 
had envisioned a scenario where cyber operations would play  
a  pivotal role in the warfare strategy; on the other, post-event 
analyses and reports underscored the surprisingly marginal impact 
of these operations. This apparent paradox suggests a lack of coor-
dination among Russian intelligence agencies as a plausible expla-
nation [1]. These empirical observations introduce a theoretical 
quandary: How can coordination be managed or integrated within 
OCOs? This is a work in progress and presents an exploratory study 
into a complex theoretical challenge: understanding the dynamics 
of coordination within OCOs, particularly in the context of Russian 
intelligence agencies. The study identifies a crucial observation that 
GRU, SVR, and FSB [2] are indeed distinct entities, each operating 
with unique strategies, technologies, and protocols. This differenti-
ation is not merely organisational but extends to their approach to 
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cyber operations. The real puzzle, as underscored by our research, 
lies in the evident challenge these organisations face in coordinat-
ing their activities effectively, despite their established distinctive-
ness. This lack of coordination presents a significant inquiry into 
why these entities, known for their respective capabilities, do not 
achieve a unified and cohesive operational front in cyber warfare. 
A key observation driving this inquiry is the apparent limited effec-
tiveness of Russian OCOs, attributed primarily to a shortfall in oper-
ational and technical integration among these agencies. This lack of 
coordination, especially among various advanced persistent threats 
(APTs), forms the central theme of our investigation. Our approach 
to exploring this issue is two-fold. Initially, we delve into the notion 
of integration at both technical and operational levels within 
intelligence agencies active in cyber defence. Subsequently, we 
empirically analyse this concept within the framework of Russia’s 
intelligence system. This analysis aims to illuminate the roles of 
internal competition and political rivalry among these agencies 
and how these factors might influence state-sponsored cyber 
threats [3]. This paper aims to contribute to the broader debate on 
state-sponsored cyber operations. By focusing on the possible rea-
sons for the observed lack of coordination among different hacking 
groups purportedly connected to Russia, the study offers insights 
into the impact of internal dynamics – such as competition and 
rivalry within the Russian government and intelligence sectors  – 
on the nature and structure of state-affiliated cyber threats. This 
perspective is novel and adds a valuable dimension to our under-
standing of state-sponsored cyber activities. In some cases, political 
rivalry can lead to a politicisation of these agencies, where officers 
or civil servants are chosen based on their political affiliation, rather 
than their qualifications or experience [4]. Such a situation can lead 
to deterioration in the quality of the agency’s services and less 
trust in government institutions by the public. Collectively, politi-
cal rivalry can create significant externalities [5] in the competition 
between public agencies, creating challenges for leaders and exec-
utive officials as they seek to deal with changing priorities while 
maintaining the integrity and effectiveness of their operations. 
In recent years, acknowledging the historical backdrop of inter-
agency rivalry in Russia, particularly between the FSB and the GRU, 
sheds light on the complexities of coordination within its intelli-
gence framework. Incidents such as GRU’s involvement in the 2014 
Crimea annexation and the handling of Sergei Skripal’s poisoning 
in 2018 have highlighted this friction, with the FSB expressing dis-
satisfaction over perceived oversteps by GRU. This longstanding 
political rivalry among Russia’s intelligence entities, including the 
SVR, prior to the 2022 Ukraine conflict, suggests that the observed 
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lack of coordination and integration during the war was, in retro-
spect, an anticipated outcome. Consequently, the initial expecta-
tions of a significant cyber offensive impact, akin to spillover effects 
seen in previous global cyber incidents, may have overlooked the 
practical implications of these internal dynamics, thereby contrib-
uting to the re-evaluation of the puzzle surrounding Russia’s cyber 
operations effectiveness [6]. The landscape of inter-agency compe-
tition, compounded by political rivalries, is full of challenges. This 
unstable dynamic environment can induce uncertainty and instabil-
ity, hampering operational and strategic coordination. To illustrate 
this environment, tension has been observed within the Russian 
intelligence community, particularly between the FSB and the GRU, 
due to alleged excesses of jurisdiction and operational abuse. This 
study adds to the talk of state-sponsored cyber operations by pro-
viding an explanatory lens for coordination deficiencies observed 
among hacking groups allegedly linked to Russia [7]. Furthermore, 
we seek to answer two central research questions (RQs) regarding 
the degree of integration between cyber defence agencies’ opera-
tional and technical/tactical levels and the factors contributing to 
any observed lack of integration:

•	 RQ1: To what extent does integration occur between the techni-
cal and operational divisions within intelligence agencies when 
executing government-offensive policies in cyberspace?

•	 RQ2: What factors impede the integration between technical and 
operational divisions within intelligence agencies in the imple-
mentation of government-offense strategies in cyberspace?

In doing so, we emphasise the critical role of the technical and 
operational levels within intelligence agencies. While the technical 
level focuses on the skilful use of information management tech-
nologies, the operational level primarily addresses the strategic use 
of information for immediate decision-making. These two layers, 
while distinct, often need to be closely integrated for an effective 
response to threat or opportunity. Lack of coordination can lead to 
a significant disconnect between strategic objectives and their oper-
ational execution. This disjunction often stems from the divergence 
between technical capabilities and operational planning – wherein 
the technological approaches do not align with operational plans. 
Such misalignment threatens to widen the gap between what is 
strategically decided and what is practically implemented, resulting 
in technical inefficiencies, leading to operational inefficacies [8]. Our 
research aims to illuminate these coordination challenges and pro-
pose mechanisms for greater integration within state-sponsored 
cyber operations. Indeed, moving forward, let’s examine the 
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potential implications of a fragmented intelligence community. It 
erodes the quality of services rendered by agencies. Furthermore, 
the well-known political competition within public agencies can 
produce significant externalities. Navigating the shifting currents 
of rivalries and evolving strategic priorities pose significant chal-
lenges for agency leaders and officers, potentially disrupting the 
effectiveness and integrity of their operations. Historical tensions 
within the Russian intelligence community have often led to strate-
gic misalignments. For example, the FSB has reportedly expressed 
dissatisfaction with GRU’s role in the 2014 annexation of Crimea, 
considering it a violation of its jurisdiction. Similarly, the handling 
of Sergei Skripal´s poisoning in 2018 is said to have intensified fric-
tion between the agencies [9]. The misalignment between strate-
gic objectives and their execution due to internal fragmentation 
can lead to operational inefficiencies and potential vulnerabilities, 
highlighting the need for better integration at technical and oper-
ational levels. We hope to contribute to the broader discourse on 
offensive state-sponsored cyber operations through this lens. The 
methodology used to answer RQs and better understand such 
operations is multifaceted, in the following order:

•	 We conduct a literature review on cyber operations, intelligence 
agency structures, and inter-agency dynamics.

•	 We analyse open-source intelligence (OSINT) data related to 
Russian cyber activities during the Ukraine conflict.

•	 We employ a case study approach, examining the activities of 
three main Russian intelligence agencies: GRU, SVR, and FSB, 
along with their associated APTs.

•	 We analyse the tactics, techniques, and procedures (TTPs) of 
specific APTs linked to these agencies, such as Sandworm, Fancy 
Bear, Cozy Bear, Turla, Callisto, and Gamaredon.

2.  The Challenges of Coordination
In the complex landscape of OCO, the effective manage-

ment of challenges heavily relies on the robust establishment of 
cooperation and coordination principles. Cooperation refers to 
sharing resources, information, or skills to achieve common goals 
or tackle shared challenges. Coordination refers to the organisa-
tion of the efforts of the various actors, aimed at ensuring the effi-
cient and effective achievement of the shared objectives. At the 
strategic level, which involves long-term planning and deci-
sion-making aimed at achieving overarching goals, cooperation is 
the key. It involves a concerted effort among various organisations 
and entities, bridging their resources and capabilities. This level of 
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operation is crucial in conflict situations, requiring not just strong 
political determination but also a unified strategic vision to address 
broad, often long-term objectives. In contrast, coordination is criti-
cal at both operational and technical levels. The operational level 
refers to the execution of strategies, focusing on how different 
components of an organisation or entities work together to imple-
ment the strategic plan. This might involve day-to-day manage-
ment of resources, decision-making regarding specific cyber 
operations, and real-time responses to evolving situations. The 
technical level, on the other hand, delves into the specificities of 
cyber warfare, dealing with the actual tools, tactics, and procedures 
used in cyber operations. It includes hands-on tasks, such as soft-
ware development, system penetration, data analysis, and other 
technical aspects of cyber warfare. Coordination at this level 
ensures that the technical actions align with the strategic objectives 
and operational plans. It involves synchronising cyber operations, 
sharing crucial intelligence, and modifying tactics and techniques 
as needed to effectively counteract adversaries’ defensive mea-
sures or react to their coordinated activities on the battlefield. 
Understanding and integrating these levels of operation is essen-
tial in managing the dynamic and intricate nature of cyber conflicts 
and the activities of APTs. Such an integrated approach ensures 
that strategic decisions are effectively translated into operational 
success and technical precision, a critical factor in the domain of 
OCOs. Referring to what has been written about the importance of 
coordination in OCO, the academic studies of McNeil [10], 
Hernandez-Ardieta, Tapiador, Suarez-Tangil [11], Heuvel, 
Baltink  [12], and Liebetrau [13] provide further insights into this 
essentiality of coordination in cyberspace. These academic works 
reinforce the idea that to successfully face the challenges of cyber-
space and effectively manage cyber operations; it is fundamental 
to establish solid principles of cooperation at the strategic level and 
coordination at all levels: strategic, operational, and technical. 
McNeil highlights the need for strategic international cooperation, 
emphasising how its absence can limit offensive and defensive 
capabilities in cyberspace. It reflects the importance of lower-level 
coordination among nations to achieve long-term objectives. The 
article by Hernandez-Ardieta, Tapiador, and Suarez-Tangil sheds 
light on the importance of information-sharing models for coordi-
nated cyber defence, recognising the essentiality of coordination at 
the operational and technical levels to ensure alignment between 
technical actions and strategic objectives. Finally, Liebetrau, in his 
article, examines how different countries organise their cyber capa-
bilities, identifying various organisational models and emphasising 
the importance of coordination between military and intelligence 
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entities, which is essential for addressing cyber conflicts. These 
studies emphasise that information sharing and coordination are 
crucial for improving operational capabilities and security in cyber-
space. They highlight the importance of continuous efforts to 
develop effective frameworks, agreements, and protocols, ensur-
ing that strategic decisions are translated into operational success 
and technical precision in OCOs. Coordination between different 
APTs in achieving similar or different goals depends on the goals 
set by their coordinating intelligence agencies. If the intent is to 
maximise the impact of an operation, it may be appropriate to aim 
simultaneously at the same goal [14]. Conversely, if the operation is 
aimed at stealth, cyber-espionage, or evasion of detection, it is 
more appropriate to target different targets simultaneously [15]. 
Mandiant, which has been monitoring cyber threat intelligence 
activities in various Ukrainian organisations since the beginning of 
the conflict, has reported incidents where the detection of one 
APT’s operation led to the discovery of another APT’s activities. It 
occurs due to data collected by Security Information and Event 
Management (SIEM) systems that identify specific TTPs linked to 
one or more threat actors. Additionally, coordination between APTs 
can be challenging, as it requires high trust and synergy between 
sponsoring organisations. This increased interaction can increase 
the risk of exposure and compromise, negatively affecting the oper-
ation’s success. The coordination between APTs and the achieve-
ment of similar or different objectives will depend on several 
factors, including the operation’s objectives, the resources avail-
able to the sponsoring organisations, and the target infrastruc-
ture’s security posture [16]. A case in point of this scenario is the 
Democratic National Committee (DNC) hack in 2016, which involved 
two separate Russian hacker groups: APT28, affiliated with the GRU, 
and APT29, linked to the SVR. This cyber breach was notable for its 
sophistication and volume of sensitive data stolen, including emails 
and other DNC documents [17]. While APT28 and APT29 are com-
monly believed to have coordinated the hack, evidence suggests 
they still needed to synchronise their efforts. For example, APT28 
used a spear phishing campaign to access the DNC’s email system, 
while APT29 used a different method involving a compromised 
VPN. Furthermore, the tools and TTPs used by the two groups var-
ied, indicating a target-based fit. For example, APT28 reportedly 
used X-Agent for data exfiltration, while APT29 used a different tool, 
SeaDaddy. Despite the lack of coordination, APT28 and APT29 suc-
cessfully executed a cyberattack on the DNC. However, this lack of 
coordination may have led to overlooked opportunities or ineffi-
ciencies [18]. In recent decades, and before the invasion of Ukraine, 
Russia has leveraged sophisticated cyber capabilities to conduct 
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global disinformation campaigns, propaganda, espionage, and 
destructive cyberattacks. Russia oversees numerous units that 
carry out these operations under various security and intelligence 
agencies. These Russian security agencies often compete and con-
duct parallel operations on the same targets, complicating specific 
attribution assessments. Over the past two decades, Russia has 
expanded the staffing of its security agencies, thereby developing 
extensive capabilities to undertake a wide range of cyber opera-
tions. No single Russian security or intelligence agency holds sole 
responsibility for cyber operations. Instead, three agencies share 
this role: GRU, SVR, and FSB [19]. The distribution of responsibilities 
between GRU, SVR, and FSB can sometimes lead to overlapping or 
conflicting operations. Each of these agencies maintains its infor-
mation units and strategic goals, which reflect the broader goals of 
their parent organisations. The GRU is traditionally associated with 
military intelligence and has been implicated in numerous cyber 
operations to disrupt or destabilise foreign infrastructure. It 
includes the DNC hack attributed to APT28, which was aligned with 
the GRU’s more aggressive operational stance. Meanwhile, the SVR 
focuses on traditional espionage and foreign intelligence gather-
ing. SVR-related cyber operations, such as those attributed to the 
APT29, usually reflect this goal, targeting foreign governments, 
organisations, and individuals for intelligence gathering, rather 
than disruption. Finally, the FSB, primarily an internal security 
agency, is also involved in cyber operations. These operations often 
have a more defensive slant, focusing on internal security, counter-
intelligence, and maintaining control over Russia’s information 
space. However, the FSB has also been associated with OCOs, par-
ticularly those targeting dissidents, activists, and other alleged 
threats to Putin’s government. The division of cyber responsibilities 
among these agencies reflects Russia’s cyber strategy’s complex 
and multifaceted nature. However, as has been noted, this division 
can lead to inefficiencies and missed opportunities due to a lack of 
coordination. For example, the different methods and tools used by 
APT28 and APT29 in the DNC hack could have allowed for a more 
thorough or effective operation if there had been more collabora-
tion between the two groups. While there is no indication that the 
GRU, SVR, or FSB will have sole responsibility for these operations, 
there may be increased efforts to coordinate and streamline activi-
ties between these agencies. It could lead to a more unified and 
powerful Russian cyber threat. However, the inherent challenges of 
coordinating between large and complex organisations with differ-
ing goals and operating cultures should not be underesti-
mated [20]. A brief graphical representation of this section is shown 
in Figure 1.
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Figure 1. Coordination amongst Russian intelligence agencies and related APTs.

3.  Factors Impacting Coordination
Coordination between technical and operational layers in 

cyberspace faces several challenges affecting the efficiency, secu-
rity, and reliability of communication and collaboration. Firstly, 
different systems, platforms, and protocols can make seamless 
communication and coordination difficult. Ensuring interoperability 
between various devices, applications, and networks so that they 
work together requires standardisation, implementing standard 
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protocols and constant updating. Communication delays can hin-
der real-time coordination, especially in cases where an immediate 
response is needed. Latency, an additional factor, can be caused 
by network congestion, physical distance, or routing inefficiencies. 
Finally, scalability also has a direct effect. As the number of devices, 
users, and systems involved in cyberspace increases, ensuring that 
the infrastructure of one or more agencies can handle this growth 
becomes a challenge. Scalability issues can lead to degraded per-
formance or even system failure [21]. Furthermore, for the above 
reasons, coordination fails between intelligence agencies in cyber-
space (for offensive or defensive purposes [22]). The lack of coor-
dination between the operational and technical/tactical layers 
of these organisations can make it more challenging to carry out 
attacks with a destructive effect. The lack of coordination between 
operational and strategic levels among cyber threat groups can 
lead to counterproductive outcomes, significantly hampering their 
collective effectiveness. When these layers fail to share information 
and align their efforts, they risk not only diminishing the impact of 
their operations but also increasing the likelihood of detection by 
cyber security defences. This misalignment can result in operational 
redundancies, conflicting actions, undermining the overarching 
objectives of the cyber campaign. To enhance operational security 
and effectiveness, establishing robust communication channels 
and coordination mechanisms is essential, ensuring that all actions 
are synergistic and strategically aligned. Cultural and historical dif-
ferences between these agencies hinder effective communication 
and coordination in cyberspace. Added to this are confidentiality 
issues: the need to balance security and privacy with the ability 
to coordinate and share information creates technical limitations. 
This competition creates disjointed efforts, undermining the effi-
ciency of cyberattacks. Intelligence agencies, rather than pursuing 
large-scale destructive attacks through their units, have preferred 
to use their APTs mainly for cyber-espionage purposes, some-
times trying to integrate the cybernetic plan with the kinetic one 
to achieve their operational goals [23]. Cyber operations conducted 
by different intelligence agencies involve a complex set of techni-
cal and operational layers working together. The technical level 
typically involves using advanced technologies, such as malware, 
remote access tools, and other sophisticated hacking techniques, 
to gain unauthorised access to targeted computer systems and 
networks [24]. Especially, cyber espionage operations conducted 
by different intelligence agencies involve a complex set of tech-
nical and operational layers working together. The technical level 
typically involves using advanced technologies, such as malware, 
remote access tools, and other sophisticated hacking techniques, 
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to gain unauthorised access to targeted computer systems and 
networks. The operational level, on the other hand, encompasses 
the execution of the operations themselves. This level involves 
identifying and prioritising targets, choosing appropriate methods 
of attack, and coordinating the actions of operators engaged in the 
operation. To effectively integrate the technical and operational lev-
els, an intelligence agency typically employs highly trained agents 
trained to understand cyber espionage’s technical and operational 
aspects. These operators work together in a coordinated way to 
develop and execute complex attacks on targeted systems and net-
works [25]. On a technical level, the operators use various tools and 
techniques to gain unauthorised access to the target’s computer 
systems and networks. It can involve exploiting vulnerabilities in 
software, using phishing attacks to trick users into giving up their 
login credentials or using social engineering techniques to gain 
access to sensitive information. Once access is gained, agents can 
use various information-gathering tools, such as key logging soft-
ware, to capture passwords and other sensitive information or mal-
ware to monitor the target’s activities and communications [26]. At 
the operational level, operators use their understanding of target 
motivations and behaviour to leverage the information gathered 
to deploy attack tactics. For example, they can use the information 
to influence the target´s decisions or to gather more information 
about other targets. Successful cyber espionage operations require 
high technical and tactical sophistication and a deep understand-
ing of the target’s motivations, behaviours, and vulnerabilities. The 
integration of technical and operational levels is essential for the 
success of these operations and requires a high degree of skill and 
coordination between the operators involved.

4.  Objectives, Skills, and Culture as 
Coordination Challenges
While intra-agency coordination remains achievable 

despite challenges in melding technical and operational levels, 
inter-agency collaboration presents a more complex scenario due 
to divergent organisational cultures, conflicting priorities, infra-
structural disjunctions, and varying degrees of technical and oper-
ational expertise. These dynamics underscore the need for refined 
RQs that capture both internal and external integration facets 
within intelligence agencies’ cyber operations. Thus, we propose an 
updated framing of RQs: 

•	 RQ1: To what extent does integration occur between the technical 
and operational divisions within intelligence agencies, specifically 
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when executing government-offensive policies in cyberspace? 
This question aims to explore the depth and effectiveness of 
internal coordination efforts, shedding light on the synergy 
between technological innovations and operational strategies. 

•	 RQ2: What factors impede the integration between technical and 
operational divisions within intelligence agencies, particularly 
in the context of implementing government-defensive strate-
gies in cyberspace? This inquiry seeks to identify and analyse 
the barriers to effective collaboration, focusing on the internal 
dynamics that challenge the alignment of cyber defence objec-
tives with operational execution. These updated questions aim 
to provide a comprehensive understanding of both internal inte-
gration within agencies and complexities of inter-agency coop-
eration, reflecting the multifaceted nature of cyber operations 
in the intelligence community [27]. A key challenge is that differ-
ent intelligence agencies may have different goals and priorities. 
For example, one agency might focus on gathering information 
about a particular target, while another might be more interested 
in disrupting the target’s activities or using intelligence to influ-
ence decisions [28]. These differing priorities can make it difficult 
to coordinate operations effectively, as each agency may have 
a different approach to intelligence collection and use. In some 
cases, agencies may even have conflicting goals, such as when 
two agencies are interested in a particular target audience but 
have different goals and modus operandi on how to approach the 
task [29]. Another challenge is that different agencies may have 
different technical and operational expertise levels. For example, 
one agency may be more proficient at developing and executing 
complex cyberattacks. At the same time, another may have skill 
sets for gathering information from various sources and deploy-
ing psychological operations [30].

5.  The Principal-Agent Dynamic
Furthermore, there may be a disruption in the principal-

agent dynamic between the technical/tactical and operational 
levels between APTs working for different intelligence agencies 
and the decision-makers who deal with high-level coordination 
activities. The ‘principal-agent problem’ in economics models the 
situation where one or more ‘agents’ operate on behalf of the ‘prin-
cipal’ who has hierarchical dominance over the agents. This rela-
tionship involves information asymmetries, since the agents usually 
have access to more information than the principal, and conflicts 
of interest, since agents might not operate in accordance with the 
principal’s benefit. Principals cannot monitor closely the actions 
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of the agents, and agents have motivations which might not serve 
the principal’s goals. In our case, conflicts can arise by a need for 
more understanding: actors with technical expertise working within 
groups may need to understand decision-makers’ broader goals 
and strategies clearly. On the other hand, decision-makers may 
need help for understanding the technicalities. Furthermore, this is 
why decision-makers (at the strategic level) and those who execute 
these decisions (at the operational level), both essential elements 
of tactical planning, need to spend more time identifying and pri-
oritising their goals. The problem of information sharing in this 
context is aggravating: intelligence agencies (acting as ‘agents’) 
have access to more information and are often reluctant to share 
this information with those working at the coordination level (the 
‘principals’) or with other engineers from different entities, result-
ing in a lack of coordination and collaboration. Intelligence agencies 
may be reluctant to share information for various reasons, such as 
protecting sources. Disclosure of this information could put these 
sources or specific operations at risk. Similarly, agencies may want 
to protect the specific methods by which they conduct operations 
and collect information. If these techniques become public knowl-
edge, they may become less effective. These bodies may want to 
maintain control over the information they collect to ensure it is 
used appropriately and to have a bargaining edge when influenc-
ing political decisions. Additionally, there may be some resistance 
to information sharing if agencies feel they need more recognition 
for their work or are concerned that other agencies may use the 
information to advance their interests at their own expense. These 
problems can lead to hampering the overall effectiveness of the 
intelligence system. Moreover, the principals, that is, the agency-
coordinating entities at the higher level, do not necessarily share 
their broader strategy with the agents, that is, the agencies. Thus, 
in lack of a ‘broader picture’ (another information asymmetry), 
the aforementioned factors and coordinating challenges can be 
maintained and perpetuated. Even in the case of minimisation of 
information asymmetries, the historical analysis of the agencies 
under examination reveals an often competitive stance amongst 
the agencies. Whether this is a deliberately cultivated environment 
from senior leadership or a phenomenon that has evolved organ-
ically amongst the agencies can be debatable. But, in either way, 
such an environment maintains the aforementioned challenges. 
These differences in expertise and access to information can make 
it difficult to coordinate operations effectively, as agencies may 
need to fully understand each other’s capabilities, limitations, and 
motivations. This setting can lead to misunderstandings or commu-
nication problems, compromising operational success. In summary, 

[77]

www.acigjournal.com�


Cosimo Melella, Francesco Ferazza, Konstantinos Mersinas

www.acigjournal.com  –––  acig, vol. 3, no. 2, 2024  –––  doi: 10.60097/ACIG/192120

the principal-agent dynamic highlights significant coordination and 
information-sharing challenges within and between intelligence 
agencies operating APTs. These challenges stem from informa-
tion asymmetries and conflicting interests, where technical teams 
may lack insight into broader strategic goals and decision-makers 
may not grasp operational technicalities. Such disparities hinder 
effective cooperation and can compromise operational success. 
Overcoming these obstacles requires improved communication, 
mutual understanding of goals and methodologies, and a commit-
ment to aligning actions with overarching strategic objectives.

6.  Cultural Differences
Different organisational cultures exhibit varying behaviours 

and approaches; these differences might make it difficult for different 
intelligence agencies to work together effectively. There are several 
studies on the effects of cultural characteristics. Empirical research 
identifies a number of cultural dimensions to describe a national or 
regional culture. Such dimensions can be equally applied to organi-
sations, and, for our purposes, can indicate how differences in these 
dimensions can impair coordination between them. While there 
are many of these dimensions, proposed by different research-
ers  [31,  32], we focus on a selected subset, that is, the ones that 
are likely to have the highest impact on the coordination between 
the examined agencies. For our purposes, we consider intelligence 
agencies as entities which have their own characteristics, that is, they 
have measurable ‘scores’ across the following dimensions. One of 
the most relevant dimensions, in this sense, is that which describes 
how trust is gained, for trust is a pivotal aspect of highly confiden-
tial environments. Different organisational cultures might have dif-
ferent ways to attribute trust, and coordinating groups where trust 
is gained in different ways can be tricky. For example, one group 
might find higher trust value in personal relations, such as simply 
having attended the same military academy (relationship-based 
trust), while the other group might find higher trust in performance, 
or a  long successful career with achievements (task-based trust). 
Another important cultural aspect is that of leadership; some organ-
isations might be more hierarchically structured, with strict and 
well-defined vertically ordered ranks, while others might have more 
loose, egalitarian structures which reach decisions via consensus. 
The degree of uncertainty avoidance that an organisation can toler-
ate is also a very important dimension. Some organisations require 
everything to be normed, and deviation from these norms is often a 
cause of ‘neuroticism’, conflict, and confusion. Other organisations 
might be more flexible, being less focused on inflexible principles, 
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and more open to opportunity and change. Last, but not least, 
another relevant cultural aspect is that of decision-making; some 
organisations might favour a top-down approach, where leading 
individuals make decisions and impose these to subordinates, while 
others take a consensus-based approach. In the light of the above, it 
appears that motivations and access to information of agency enti-
ties in the form of principal-agent dynamics, or cultural differences 
between agencies, can amplify or diminish coordination challenges 
between agencies. In the next section, we present the case stud-
ies of GRU, SVR, and FSB, along with their indicative corresponding 
APTs. The choice to focus on GRU, SVR, and FSB agencies for the 
case study portion of our OCO study was driven by several signifi-
cant factors. Firstly, the context of the recent Russian-Ukrainian con-
flict at the centre of this paper, which has seen a marked increase 
in Russian cyber capabilities, makes these agencies particularly rele-
vant. The GRU, SVR, and FSB have been protagonists in various cyber 
operations in this context. These agencies have distinct but comple-
mentary roles in intelligence and cyber operations. The GRU deals 
primarily with military intelligence, the SVR with foreign intelligence, 
and the FSB with internal security and counter-intelligence. By ana-
lysing the interactions between these agencies, we can gain greater 
insight into Russia’s internal dynamics in cyber operations. Another 
critical aspect is the historic competition and disparities between 
these agencies. These internal differences offer a rich context for 
exploring how they influence coordination and effectiveness in cyber 
operations. Understanding the causes of their lack of coordination 
can reveal key factors that hinder or facilitate greater cooperation. 
Furthermore, our analysis focuses on the impact of this lack of coor-
dination on the effectiveness of cyber operations. If these agencies 
fail to coordinate effectively, this could reduce the impact of their 
cyberattacks and increase the likelihood of detection. By examining 
interactions at operational and technical levels, our study seeks to 
identify ways to improve the overall effectiveness of cyber opera-
tions. Through this study, we intend to deeply explore the competi-
tive and historical dynamics of Russian intelligence agencies, which 
are crucial to a comprehensive understanding of the broader land-
scape of cyber operations. In the following sections we add succinct, 
top-level descriptions of TTPs employed by the analysed APTs, for 
they serve as valuable tools in understanding their behaviour and 
modus operandi.

7.  The Agencies Case Studies
The choice to focus on the GRU, SVR, and FSB agen-

cies for the case study portion of our OCO study was driven by 
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several significant factors. Firstly, the context of the recent Russian-
Ukrainian conflict at the centre of this paper, which has seen 
a marked increase in Russian cyber capabilities, makes these agen-
cies particularly relevant. The GRU, SVR, and FSB have been protag-
onists in various cyber operations in this context. These agencies 
have distinct but complementary roles in intelligence and cyber 
operations. The GRU deals primarily with military intelligence, the 
SVR with foreign intelligence, and the FSB with internal security 
and counter-intelligence. By analysing the interactions between 
these agencies, we can gain greater insight into Russia’s internal 
dynamics in cyber operations. Another critical aspect is the historic 
competition and disparities between these agencies. These inter-
nal differences offer a rich context for exploring how they influence 
coordination and effectiveness in cyber operations. Furthermore, 
our analysis focuses on the impact of this lack of coordination on 
the effectiveness of cyber operations. If these agencies fail to coor-
dinate effectively, this could reduce the impact of their cyberattacks 
and increase the likelihood of detection. By examining interactions 
at operational and technical levels, our study seeks to identify ways 
to improve the overall effectiveness of cyber operations. Through 
this study, we intend to deeply explore the competitive and histor-
ical dynamics of Russian intelligence agencies, which are crucial to 
a comprehensive understanding of the broader landscape of cyber 
operations. In the following sections we add succinct, top-level 
descriptions of TTPs employed by the analysed APTs, for they serve 
as valuable tools in understanding their behaviour and modus 
operandi.

7.1.  GRU
The Main Directorate of the General Staff of the Armed 

Forces of the Russian Federation, commonly called the GRU, is 
Russia’s military intelligence agency. The GRU has been implicated 
in some of the best-known cyber operations, and the public profile 
of the units underscores a high operational pace. The GRU would 
also control several research institutes tasked with developing new 
malware. Over the years, researchers and analysts have noted an 
apparent willingness on the part of GRU computer units to con-
duct aggressive espionage operations, sometimes with question-
able operational security and secrecy levels [33]. In particular, Unit 
26165, to which, APTs, such as Fancy Bear and Sandworm, are linked, 
is one of the two Russian groups identified by the US government 
as responsible for hacking the DNC during the Clinton–Trump pres-
idential campaign. Western governments and media have linked 
Unit 26165 to numerous offensive operations against public and 
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private sector targets in the United States and Europe [34]. Then 
there is Unit 74455, which is linked to some of Russia’s most brazen 
and damaging cyberattacks. Unit 74455 was identified as respon-
sible for the coordinated release of stolen emails and documents 
during the 2016 US presidential election [35]. Focusing primarily on 
systems penetration and intelligence gathering, Unit 74455 appears 
to have a significant offensive cyber capability, including develop-
ing NotPetya malware that hit multiple targets in Ukraine in June 
2017, then spread globally and caused significant damage outside 
Ukraine [36]. Finally, there is Unit 54777, also known as the 72nd 
Special Service Center, which would be responsible for GRU psycho-
logical operations, including online disinformation campaigns [37].

(1) Sandworm: While Sandworm is not Kremlin’s most prominent 
hacker group, it is the most visible one since the beginning of the 
war, and its track record of successful attacks with global impact, 
most notably the NotPetya malware and several attacks on Ukraine 
have made it a severe concern for the Computer Emergency 
Response Team of Ukraine (CERT-UA). In 2017, the group used 
Wiper NotPetya malware disguised as ransomware to take down 
hundreds of networks between Ukrainian government agencies, 
banks, hospitals, and airports, causing an estimated $10 billion in 
global damage. By presenting destructive attacks as ransomware, 
Sandworm would be able to cover its tracks and make it more dif-
ficult for researchers to attribute the attacks to a state-sponsored 
group. Since the beginning of the war, Sandworm has relent-
lessly targeted Ukraine with various malware strains. Some were 
highly sophisticated, while others exploited known vulnerabili-
ties that made them easier to detect and prevent from spreading. 
Researchers believe Sandworm experimented with malware strains 
to bypass Ukraine’s best defences. Most of the attacks were neu-
tralised in the early stages, and the second blackout researchers 
expected from Sandworm after targeting Ukraine’s power supply 
in 2015 and 2016 never occurred [38]. In April 2022, Sandworm 
attempted to take down a large energy supplier in Ukraine using 
a new iteration of the ‘Industroyer’ malware dubbed ‘Industroyer2’ 
just for ICS systems, as well as a new version of the ‘CaddyWiper’ 
malware to destroy data of the organisations affected. According to 
reports, Industroyer2 has been customised to target high-voltage 
power substations and then use CaddyWiper and other malware 
for data wiping (e.g. OrcShred, Soloshred, and Awfulshred for Linux 
and Solaris systems) and then wipe any trace of the attack [39]. It is 
still unknown exactly how Sandworm compromised the energy sup-
plier’s environment or how it moved from the IT network, accord-
ing to researchers at the computer company ESET, who worked 
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with CERT-UA to secure the network to the ICS environment. ESET 
strongly believes that Industroyer2 was created using the source 
code of Industroyer, exploited by Sandworm in 2016 to shut down 
power in Ukraine. According to CERT-UA and ESET, Sandworm 
planned to initiate the final phase of this attack by distributing the 
malware on April 8, 2022 on Azure servers and automated Windows 
workstations, Linux servers running OrcShred and AwfulShred, 
high voltage power substations and active network equip-
ment. CERT-UA points out, however, that the implementation of 
Sandworm’s evil plan has so far been prevented, thanks to efficient 
operational detection and incident response planning. ESET also 
noted in a technical report on the malware used in the attack that 
‘Sandworm allegedly attempted to distribute Industroyer2 malware 
against high-voltage power substations in Ukraine’. ESET research-
ers further report that Industroyer2 is configurable and includes 
detailed hardcoded configuration, which requires it to be recom-
piled for each new target. ESET points out, however, that given that 
the Industroyer malware family has only been deployed twice, with 
a 5-year gap between each release, Sandworm operators still need 
to develop different versions. The malware sample shows function-
ality similar to Industroyer’s IEC-104 module, primarily a protocol 
used in Europe and the Middle East for TCP communications within 
electrical systems. There are conflicting reports about the impact of 
this operation. While the full impact remains to be seen, this opera-
tion serves as a reminder of Russia’s capabilities to cut off electric-
ity in different parts of Ukraine and its readiness to employ them. 
This activity poses a higher risk to Ukraine’s electricity transmission 
and distribution services [40]. Sandworm is also allegedly respon-
sible for a new round of ransomware attacks hitting targets across 
Ukraine with the new variant of the .NET RansomBoggs ransom-
ware. Also, ESET, in a series of tweets about ransomware attacks, 
claims to have informed CERT-UA of a variant of RansomBoggs that 
it spotted, as the ransomware targeted several local organisations. 
Reports indicate that the exploited .NET malware is new and dis-
tributed similarly to previous campaigns linked to GRU. The ransom 
note (SullivanDecryptsYourFiles[.]txt) shows the authors imper-
sonating James P. Sullivan, one of the main characters in the Pixar 
film Monsters & Co. The executable file is also called Sullivan[.]exe. 
There are similarities to previous Sandworm attacks: a PowerShell 
script used to distribute .NET ransomware from the domain con-
troller is nearly identical to the one seen last April during the 
Industroyer2 attack s against the energy sector, ESET research-
ers explain. The PowerShell script used, which CERT-UA dubbed 
‘PowerGap’, was also used to distribute the ‘CaddyWiper’ malware 
alongside Industroyer2 using the ‘ArguePatch’ loader [41]. ESET 
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also says the operation resembles a ransomware campaign con-
ducted in October 2022 that targeted Ukrainian and Polish logistics 
companies with the ‘Prestige’ variant. The ransomware’s activity 
targeting Ukrainian organisations named RansomBoggs has not 
been directly observed. However, the PowerShell script used to 
distribute the .NET ransomware known as POWERGAP is tracked. 
This script can enumerate Group Policy Objects using the Active 
Directory service interface, in line with other recent activity involv-
ing NEARMISS, CADDYWIPER, and JUNKMAIL, all delivered via GPO. 
In particular, the activity that exploits these tools together with 
POWERGAP is attributed – at the time of writing – to APT28 too, 
which, like Sandworm, would be under the control of GRU [42].

(2) Fancy Bear: The cyber espionage activity of Fancy Bear, also 
known as APT28, Strontium, or Sofacy, has mainly targeted enti-
ties in the United States, Europe, and the countries of the former 
Soviet Union, including governments and armed forces, the media, 
and dissidents at the present Russian government. In recent years, 
Russia appears to have been using APT28 increasingly to conduct 
intelligence operations commensurate with broader strategic 
military doctrine. APT28 uses the same pattern to hit its victims: 
after compromising a victim organisation, APT28 steals sensitive 
data, whichis then leaked for other political narratives aligned with 
Russian interests [43]. These have included the conflict in Syria, 
NATO–Ukraine relations, the European Union (EU) refugee and 
migrant crisis, and the 2016 US presidential election [44]. Since 
2014, APT28´s online activity has likely supported intelligence 
operations designed to influence the domestic politics of foreign 
nations. These operations have involved taking down and defac-
ing websites, false flag operations using fake hacktivists, and 
data theft later publicly disclosed online. APT28 is also respon-
sible for the attack on the DNC and other entities related to the 
2016 US presidential election cycle. These breaches involved the 
theft of internal data, primarily emails, which were later strategi-
cally leaked through multiple forums and calculatedly propagated, 
almost certainly intended to further particular objectives of the 
Russian government [45]. In a report published on January 7, 2017, 
the US Office of the Director of National Intelligence (ODNI) [46] 
described this activity as an ‘influence campaign’. This influence 
campaign – a combination of network compromises and subse-
quent data leaks – aligns closely with the Russian military´s pub-
licly stated intentions and capabilities. Influence operations, also 
often called information operations, have a long history of inclu-
sion in the Russian strategic doctrine and have been intention-
ally developed, deployed, and modernised through the so-called 
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Gerasimov doctrine with the advent of the Internet. APT28 is 
believed to have played a significant role in the ongoing conflict in 
Ukraine, mainly through its cyber operations. The group has been 
linked to several cyberattacks against the Ukrainian government, 
including military targets and critical infrastructure, as well as dis-
information campaigns designed to influence public opinion in the 
country [35]. APT28, as early as January 14, 2022, a month before 
the invasion, reported that the Google Threat Analysis Group 
(TAG) would have been the proponent of a phishing campaign 
focused on Ukraine. On March 16, 2022, CERT-UA issued an alert 
highlighting that UAC-0028, the name CERT-UA gave APT28, was 
phishing UkrNet accounts. On March 4, 2022, Microsoft reported 
that it also noticed that the government network in Vinnytsia, 
a  city in west-central Ukraine, was compromised by APT28 
through a vicious spear phishing campaign targeting Ukrainian 
military and Ukrainian government personnel in the region. On 
May 3, 2022, Fancy Bear was then observed targeting its victims 
with a  new variant of infostealer malware, distributed via email 
attachments, while on May 6, 2022, CERT-UA issued a new alert on 
another campaign by ’APT, which allegedly sent malicious emails 
posing as the CERT-UA, containing an attachment in the form of 
a password protected RAR archive ‘UkrScanner.rar’ and inside the 
RAR file, a self-extracting archive (SFX) containing a malware called 
CredoMap. The data collected by the malware was exfiltrated via 
HTTPPOST requests to *.m.pipedream[.]nethostnames [47]. In 
particular, the CERT-UA warned that Sandworm, also linked to 
the Russian government, would collaborate with APT28 in these 
months of the conflict to target and actively exploit the vulnera-
bility known as ‘Follina’ in Microsoft Windows Support Diagnostic 
Tool (MSDT) (CVE-2022-30190) in malspam attacks. According to 
CERT-UA, the malspam messages use subject lines, such as ‘LIST 
of links to interactive maps’ within a malicious Word document 
(e.g. LIST_of_links_in_interactive_maps[.]docx) and have already 
reached more than 500 recipients. The CERT-UA advisory reads 
that attackers continue to exploit the CVE-2022-30190 vulnerability 
and increasingly resort to emails from compromised government-
domain emails. Ukrainian government experts have traced this 
activity to UAC-0113, a threat actor they say with medium confi-
dence is associated with  Sandworm. In reality, Mandiant keeps 
track of the activity reported publicly as UAC-0113 and believes, it 
is UNC3666, an undefined persistent threat which might be asso-
ciated with APT28, with moderate confidence, and which serves 
explicitly to carry out everyday coordination activities between the 
two APTs for attacking the same targets. UNC3666 has likely tar-
geted Ukrainian organisations as early as December 2021 [48].
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7.2.  SVR
The Foreign Intelligence Service (SVR) is Russia’s princi-

pal civilian intelligence agency for foreign countries. Its task is to 
collect information using Human Intelligence (HUMINT), Signal 
Intelligence (SIGINT), and Cyber Intelligence (CYBINT) methods.1 
Most analysts conclude that SVR operates forcefully, emphasis-
ing secrecy and detection avoidance [49]. Most cyber operations 
related to the SVR focus on intelligence gathering [50]. The SVR has 
high technical expertise, often trying to achieve and maintain per-
sistence within compromised networks. Some computer analysts 
refer to SVR hackers as Cozy Bear or Turla [45].

(1) Cozy Bear: Cozy Bear, also known as APT 29, CozyDuke, the Dukes 
or PowerDukes, is a threat actor which has been active much earlier 
than the Russian-Ukrainian conflict, and is shown to have strong ties 
with the SVR since 2008. APT29 is also known to have been, together 
with APT28, involved in the US Democratic National Committee 
compromise in 2015. Following the 2016 US presidential election, 
APT29 was found responsible for spear-phishing campaigns target-
ing US-based governmental and non-governmental organisations 
(NGOs). The phishing emails were sent to defence, national security, 
international affairs, and law enforcement personnel. Some of the 
emails even pretended to originate from the Clinton Foundation to 
share election analysis. APT29 has continued to evolve and improve, 
showcasing new TTPs. Undoubtedly, APT29 has quite a diverse 
toolkit of custom-developed tools that continually improves as 
new information is published to the infosec community. This set of 
tools mainly focuses on gaining permanent access to the victim’s 
machine through backdoors and harvesting information, files, cre-
dentials, etc. and their exfiltration. APT29 used a wide range of dif-
ferent programming languages to develop its malware, from pure 
Assembly (present in some components of the MiniDuke malware) 
to C++(CozyDuke) and from C#, VisualBasic .NET (HammerDuke and 
RegDuke) to Python (SeaDuke). The group’s creativity goes even 
further, as they customise and try different technologies, infection 
vectors, infrastructures, and more  [51]. In summary, APT29 rep-
resents a dangerous advanced persistent threat. The group is tech-
nically skilled and capable of adapting to the defences of its chosen 
targets. It often uses techniques and tools that have been identi-
fied in previous attacks. The ‘fingerprints’ of its attack activity are 
becoming well documented and the subject of considerable ongo-
ing scrutiny [52]. Against the backdrop of the war in Ukraine, APT29 
is exploiting a ‘lesser-known’ Windows feature called Credential 
Roaming following a successful phishing attack against a European 
diplomatic entity. The diplomacy-focused targeting is consistent 

1 HUMINT (Human 
Intelligence) is intelligence 
obtained through human 
interaction, while SIGINT 
(Signal Intelligence) refers 
to intelligence gathered 
through the interception 
of signals. CYBINT (Cyber 
Intelligence) is a sub-
category of intelligence 
involving collecting 
information from 
cyberspace for analysis 
and use in cyber security.
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with Russian strategic priorities and APT29’s historic targeting, as 
reported by Mandiant researcher Thibault Van Geluwe de Berlaere. 
APT29 is known for its intrusions aimed at gathering information in 
line with the strategic objectives of SVR [53]. Some of the collective’s 
cyber activities are publicly monitored under the Nobelium moniker, 
a threat cluster responsible for widespread supply chain compro-
mise through SolarWinds software in December 2020. Google said, 
it identified the use of Credential Roaming during the period APT29 
was present within the victim’s network in early 2022. Then, ‘several 
LDAP queries with atypical properties’ were executed against the 
Active Directory system. Introduced in Windows Server 2003 Service 
Pack 1 (SP1), Credential Roaming allows users to access their cre-
dentials securely on different workstations in a Windows domain. 
According to Microsoft, Credential Roaming stores user credentials 
in ms-PKI-DPAPIMasterKeys and ms-PKI-AccountCredentials in the 
user object. The latter is a multi-valued LDAP property containing 
a sizable binary object (BLOB) containing data and encrypted cre-
dentials. According to the TAG group, one of the LDAP attributes 
queried by APT29 concerned ms-PKI-Credential-Roaming-Tokens, 
which manages blob storage of encrypted user credential tokens 
for roaming [54].

(2) Turla: Turla, also known as Snake, Uroburos, Venomous Bear, 
or Waterbug, is the other group that, together with APT29, has 
links to the SVR, although, it is noteworthy that Microsoft places it 
within a cluster of known threats linked to FSB. Since at least 2007, 
this threat actor has allegedly been responsible for high-profile 
cyberattacks and espionage campaigns against government, mil-
itary and diplomatic entities, research and defence organisations 
in Ukraine, and several NATO states. Turla is also known for its 
sophisticated and stealthy techniques, often using custom malware 
and advanced tools to infiltrate its targets’ networks and remain 
undetected for long periods. Over the years, the collective has 
been involved in several high-profile cyber espionage campaigns, 
including campaigns in the United States, Europe, and the Middle 
East  [55]. Some of the unique tools and malware used by Turla 
include the following: 

Snake/Uroburos: A highly sophisticated root kit used for espionage 
and data exfiltration, capable of infecting both 32-bit and 64-bit 
systems. It is designed to run on infected systems for extended 
periods undetected.

KopiLuwak: A Javascript-based malware used in targeted attacks, 
which can perform various tasks, such as downloading and 
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executing additional payloads, communicating with specific com-
mand and control (C2) servers, and data exfiltration. 

EpicTurla (also known as Wipbot or Tavdig): A modular backdoor that 
provides remote access to compromised systems and has been 
used in cyber-espionage campaigns since at least 2012 [56]. In 
a  year of conflict, Turla was observed exploiting vulnerabilities in 
the systems of critical Ukrainian organisations and infrastructures 
with malware developed over a decade earlier to deliver reconnais-
sance tools and backdoors to specific targets in Ukraine. Mandiant, 
who has been monitoring APT’s various operations since the begin-
ning of the war, said that the malware used corresponds to a vari-
ant of a malware called ANDROMEDA (aka Gamarue), uploaded to 
VirusTotal back in 2013. Since the start of the Russian military inva-
sion of Ukraine in February 2022, the collective was allegedly linked 
to a series of phishing and credential reconnaissance activities tar-
geting various entities in the country. Among the incidents analysed 
by Mandiant, in one, an infected USB stick was used in a Ukrainian 
organisation as early as December 2021, leading, once inserted into 
the systems, to the distribution of ANDROMEDA on different hosts, 
thanks to the launch of a malicious link (.LNK) masquerading as 
a folder inside the USB drive [57]. The threat actor then repurposed 
one of the dormant domains of ANDROMEDA’s defunct C2 infra-
structure – re-registering the domain in January 2022 – to profile 
the victim by launching the KOPILUWAK dropper. Two days later, on 
September 8, 2022, the attack moved to its final stage with the exe-
cution of a .NET-based implant called QUIETCANARY (aka Tunnus), 
resulting in the exfiltration of all files created after January 1, 2021. 
Mandiant also allegedly identified a spyware application for Android 
masquerading as a ‘Process Manager’ service to stealthily steal 
sensitive information stored on infected devices. Interestingly, this 
app – has the package name ‘com.remote.app’ – establishes contact 
with a remote command and control server, 82.146.35[.]240, which 
has been identified as infrastructure belonging to Turla. When the 
application runs, a warning about the permissions granted to the 
application is displayed. Permissions include screen lock and unlock 
attempts, global device proxy settings, screen lock password expi-
ration settings, storage encryption settings, and disabling cameras. 
Once the app has been activated, the malware runs in the back-
ground, abusing broad permissions to access device contacts, call 
logs, track device location, send messages, access external storage, 
take pictures, and record audio. The collected information is in JSON 
format and transmitted to the remote server. Also, unknown at this 
stage is the exact initial access vector used to distribute the spyware 
and the intended goals of the campaign. The rogue Android app 
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also attempts to download a legitimate application called Roz Dhan 
(meaning ‘daily wealth’ in Hindi), which has over 10 million down-
loads and allows users to earn cash rewards for completing surveys 
and questionnaires. In July 2022, however, TAG revealed that Turla 
would create another malicious Android app; this time, however, 
to support pro-Ukrainian hacktivists to launch Distributed Denial- 
of-Service (DDoS) attacks against Russian sites. This activity by Turla 
dovetails with what has been written so far to support the group’s 
casualty profiling efforts coinciding with the Russo-Ukrainian war 
and SVR interests, helping the agency gather information of inter-
est to the Russian government [58].

7.3.  FSB
The Federal Security Service, or FSB, is Russia’s principal 

internal security agency, responsible for internal security and 
counterintelligence. The FSB’s tasks are protecting Russia from 
foreign cyber operations and monitoring domestic cybercrimi-
nal groups, a mission undertaken jointly with Department K of 
the Ministry of Internal Affairs [59]. In recent years, the FSB has 
expanded its remit to include foreign intelligence gathering and 
OCOs. Today’s state-sponsored hacker groups linked to the FSB are 
Callisto, EnergeticBear, Gamaredon, TeamSpy, Dragonfly, Havex, 
CrouchingYeti, and Koala. SBU intelligence analysts say that the 
FSB has two primary centres overseeing information security and 
cyber operations. The first is the 16th Center, which houses most 
of the FSB’s intelligence capabilities. The second is the 18th Center 
for information security, which oversees operations within national 
borders, but also conducts operations abroad. Like the GRU, the 
FSB oversees dedicated training and research institutes, which 
directly support the agency’s offensive activities. Most of the opera-
tions appear to be reconnaissance or clandestine surveillance [60]. 
In 2021, Ukrainian intelligence released information and record-
ings about Crimean-based 18th FSB Center officers as part of the 
Gamaredon hacker group. Media reports indicate that this FSB unit 
is capable of developing advanced malware, and modifying known 
malware to imitate other APTs to hide their activities. Here we 
limit our analysis to the two main APTs linked to FSB: Callisto and 
Gamaredon.

(1) Callisto: Callisto has been an APT focused on cyber espionage 
at least since 2015. Over the years, this group has targeted vari-
ous organisations, including government institutions and military 
officials in Eastern Europe and the South Caucasus. The APT uses 
spear-phishing campaigns and social engineering tactics to inject 

[88]

www.acigjournal.com


Disjointed Cyber Warfare

www.acigjournal.com  –––  acig, vol. 3, no. 2, 2024  –––  doi: 10.60097/ACIG/192120

malware into its targets. The group has also been observed to 
use remote access trojans (RATs) and credential-stealing malware 
to exfiltrate sensitive information from their victims. Callisto (aka 
COLDRIVER) is suspected to be a Russian APT which – although not 
publicly linked with any Russian intelligence service – has, in past 
operations, been shown to have objectives which align closely with 
the strategic interests of the FSB. Callisto mainly focuses on specific 
Western countries, namely, the United States and Eastern European 
countries [61]. During the conflict in Ukraine, the group master-
minded several phishing campaigns aimed at stealing credentials, 
targeting areas of military and strategic research, such as NATO 
entities and defence entities based in Ukraine, as well as NGOs and 
think tanks. Additional targets include former intelligence officials, 
experts on Russian affairs, and Russian citizens abroad. While the 
SBU, the Security Service of Ukraine, has publicly associated Callisto 
with the Gamaredon group – which we discuss in the next section 
– through a set of hacks attributed to the FSB and essentially focus-
ing on operations in Ukraine since the start of the Russian invasion 
in February 2022, other security companies do not support this 
link [62]. In particular, the IT security company SEKOIA.IO has con-
ducted numerous technical investigations, not finding any overlap 
between the activities of Callisto and Gamaredon, nor any coordina-
tion or cooperation activity between the two APTs, indicating a lack 
of intra-agency coordination. They instead suggest that these are 
two groups operating on different targets and purposes. Based on 
what SEKOIA.IO investigated, domains aligned with Callisto’s past 
activities. Further investigations resulted in a more extensive infra-
structure of more than 80 domains, including domain typosquatting 
activities. Since many of these domains were already known and the 
IP address resolution was already attributed to Callisto’s activities, 
SEKOIA.IO only associated these domains with Callisto with high 
confidence. In campaigns observed in the past, Callisto sent mali-
cious PDF attachments to their victims. The first page of the PDF 
simulated an error in the PDF renderer engine, prompting the vic-
tim to open a link that led to a malicious web page. This web page 
was tasked with collecting the victim’s credentials using EvilGinx. 
Placing the phishing link in a PDF, rather than in the body of the 
email, prevents the link from being parsed by email gateways and 
is an effective tactic to remain undetected from an attacker´s per-
spective. SEKOIA.IO conducted open-source research on typosquat-
ted domains to identify targets. Six private companies based in the 
United States and Eastern Europe, and four s NGOs were identified, 
all involved in supporting Ukraine. Most of the targeted private 
organisations engage in activities related to military equipment, mil-
itary logistics, or humanitarian support for Ukraine, including a US 
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company that supplies humanitarian logistics and possibly tactical 
equipment to Kyiv. Other industries include information technology 
and computer security. SEKOIA.IO notes that all the targets identi-
fied so far through the investigation, namely, the industrial and mil-
itary entities affected and the individuals involved in Russian affairs, 
are in line with Calisto’s interests. Callisto also targets support which 
is not directly related to Ukraine. Among Calisto’s malicious domains 
discovered, three have caught the attention of analysts, namely, 
mvd-redir[.]ru and dns-mvd[.]ru (high confidence), which are 
most likely a typosquatting of the Russian Interior Ministry, and lk- 
nalog-gov[.]ru (with low confidence), the Russian Federal Tax 
Service. Because Callisto has been observed to target Russian 
individuals overseas, SEKOIA.IO finds it plausible that Callisto also 
engages in domestic surveillance activities. Another, less plausible, 
hypothesis would be a false flag manoeuvre to raise doubts about 
the attribution of the infrastructure. SEKOIA.IO found another 
potential victim that matches Callisto’s known targeting. The 
domains sangrail-share[.]com and sangrail-ltd[.]com are typosquat-
ting Sangrail Inc., a private security company, registered in the 
United Kingdom on July 31, 2019, by Ian Walter Baharie. That name 
was also used to register AC21, a British private intelligence firm 
focused on African politics [63]. Interestingly, this name appeared in 
a 17-year-old data leak that exposed a list of several MI6 officers on 
cryptome.org, a website dedicated to information leaks. That obser-
vation matches Microsoft’s assessment of Callisto targeting former 
intelligence officers. It should be assessed that this kind of intru-
sion is aimed at a targeted collection of information contributing 
to the Russian efforts to interrupt the supply chain of military rein-
forcements for Kyiv. Nonetheless, SEKOIA.IO estimates that Callisto 
contributes to intelligence gathering for Russian intelligence on 
identified evidence related to war crimes or international justice 
proceedings, likely to anticipate and build a counter-narrative about 
future allegations. Among Callisto’s targets, there would also be 
NGOs and European and international institutions, evidence that 
this type of activity could enter the sphere of competence of the SVR 
and would indicate competitive activity between this agency and 
the FSB.

(2) Gamaredon: Gamaredon’s activity as an APT has been observed 
since 2013. It is believed to have ties with FSB, specifically Unit 71330. 
Although Gamaredon and Dragonfly are two separate APTs, both 
may be related to Unit 71330. While Gamaredon mainly focuses 
on cyber espionage and intelligence gathering, Dragonfly  (also 
known as EnergeticBear or Crouching Yeti) is reportedly notorious 
for sophisticated and multi-stage attacks aimed at compromising 
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industrial control systems (ICS) and control systems of supervi-
sion and data acquisition (SCADA). Furthermore, while both groups 
may share TTPs, such as the use of spear-phishing emails as an ini-
tial attack vector, there is no direct evidence to suggest that they 
are related or operate jointly. Gamaredon uses a variety of tech-
niques and tools to compromise its targets, including, as already 
mentioned, spear-phishing emails with malicious attachments, 
social engineering attacks, and exploitation of known software vul-
nerabilities (n-days). Some of the malware and tools used by the 
Gamaredon group include Pteranodon, Jupyter, and PowerShell-
based tools [64]. In more detail, Gamaredon uses PowerShell 
scripts to automate various tasks, such as malware distribu-
tion, privilege escalation, and data exfiltration. Since the Russian 
invasion of Ukraine, the group remains one of the critical cyber 
threats to Ukrainian cyberspace. Gamaredon would operate from 
Sevastopol in Russian-occupied Crimea, acting on orders from the 
FSB’s Center for Information Security in Moscow. The group began 
operations in June 2013, just months before Russia annexed the 
Crimean Peninsula from Ukraine. In its recent information-gath-
ering campaigns against Ukraine, Gamaredon used malware writ-
ten in PowerShell, known as GammaLoad and GammaSteel. These 
data exfiltration tools manage to capture files of specific exten-
sions, steal user credentials, and take screenshots of the victim’s 
computer. These two pieces of malware are not new and were pre-
viously used by Gamaredon to target Ukraine’s government and 
security services. Hackers use phishing emails to gain initial access 
to the victim’s network. These emails contain malicious LNK files 
distributed in RAR archives. Only users with Ukrainian IP addresses 
can open these files. Hackers send phishing emails from domains 
associated with legitimate organisations, such as the Security 
Service of Ukraine, and the names of the malicious files included 
are usually associated with the war in Ukraine. Gamaredon’s recent 
activity is characterised by the multi-stage distribution of malware 
payloads used to maintain persistence. These payloads represent 
similar variants of the same malware, each designed to behave 
the same way as the others. According to CERT-UA, Gamaredon’s 
TTPs would have evolved during the war, improving its tactics and 
retraining the malware variants used to go undetected. CERT-UA 
said [41] that Gamaredon is responsible for the most significant 
cyberattacks in Ukraine (even higher than those carried out by 
Sandworm), recording more than 70 incidents related to the group 
in 2022. Gamaredon also attacks allies of Ukraine. Latvia confirmed 
a phishing attack on its defence ministry in late January 2022, link-
ing it to the group. Ukrainian cybersecurity officials described 
their attacks as intrusive and daring, and said the group’s primary 
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purpose is to conduct targeted cyber intelligence operations [54]. 
Case study analysis of OCOs conducted by the Russian GRU, SVR, 
and FSB agencies highlights a complexity and sophistication that 
transcends the execution of conventional cyberattacks. In the con-
text of the Russian-Ukrainian conflict, however, it emerged how 
the APTs linked to these agencies exploited their distinctive skills 
to implement operations, highlighting a level of internal coordina-
tion, which, precisely because of the inevitable tensions and diver-
gences, significantly influenced the effectiveness and the extent 
of their actions in cyberspace. The case study investigation not 
only enriches our understanding of the operational TTPs peculiar 
to the Russian cyber offensive but also highlights how the lack of 
coordination can limit the overall impact of operations in the dig-
ital domain. Due to this lack of uniform coordination, the ability to 
operate highlights a strategic dimension that can surprisingly work 
against Russian offensive capabilities in cyberspace.

8.  Conclusions
This evolving, descriptive paper scrutinises the intricate 

coordination within intelligence agencies, with a particular empha-
sis on the Russian landscape. The study is methodically structured 
around two principal RQs that guide the exploration of this com-
plex domain. RQ1 seeks to unravel: ‘To what degree is integration 
between technical and operational levels achieved within intelli-
gence agencies responsible for executing offensive government 
policies in cyberspace?’ This inquiry casts light on the multifaceted 
nature of coordinating cyber operations that engage numerous 
state-endorsed APTs managed by various intelligence units. The 
coordination challenges identified encompass a spectrum of tech-
nical dilemmas, including system compatibility, software intricacies, 
network issues, and timing delays. Additionally, it examines stra-
tegic complications, such as the intersection and potential conflict 
of objectives and methodologies among different agencies, which 
could escalate into issues of territorial and power disputes. RQ2 
examines: ‘What elements hinder the integration between technical 
and operational levels in intelligence agencies tasked with enacting 
government defensive strategies in cyberspace?’ This query delves 
into the impediments to effective inter-agency cooperation, high-
lighting factors like varying organisational cultures and operational 
dynamics. Issues such as disparities in trust-building, leadership 
styles, decision-making processes, and management of uncertain-
ties are explored, as these can lead to misalignments in objectives 
and misunderstandings. The paper also addresses the critical ‘prin-
cipal-agent’ dynamic, wherein intelligence agencies (agents) have 
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greater informational access than decision-makers (principals), 
leading to potential reluctances in information sharing and nega-
tively impacting strategic decision-making and intelligence opera-
tions. The research uncovers the profound rivalry among Russian 
intelligence agencies, notably FSB, SVR, and GRU, marked by their 
overlapping roles and internal competitions. This environment, 
coupled with the necessity for cohesive coordination in cyber oper-
ations, unveils a host of technical, strategic, and human-centric 
challenges [65]. While this study has focused on specific organi-
sational, cultural, and operational factors impeding coordination 
between intelligence agencies, it is important to acknowledge 
that there may be additional elements at play. These could include 
geopolitical considerations, budgetary constraints, and techno-
logical disparities. The rapidly evolving nature of cyber threats 
and technologies may also contribute to coordination challenges, 
as agencies may struggle to keep pace with new developments 
and adapt their strategies accordingly. Furthermore, the broader 
political landscape and national security priorities can significantly 
influence inter-agency dynamics. Changes in government admin-
istration, shifts in foreign policy, or emerging global threats may 
alter the balance of power and responsibilities among intelligence 
agencies, potentially exacerbating existing coordination issues or 
creating new ones. As a work in progress, this research paves the 
way for a multitude of future inquiries. These prospects span vari-
ous methodologies and themes within the cyber intelligence field, 
encompassing the study of organisational behaviours in intelli-
gence agencies, the analysis of collaborative mechanisms between 
different agencies, and the exploration of strategies to effectively 
navigate the complex dynamics inherent in state-sponsored cyber 
operations. In conclusion, while the coordination of APTs across 
multiple intelligence agencies holds significant potential to enhance 
the impact of cyber operations, it is entangled with a series of for-
midable challenges. Addressing these challenges necessitates an 
all-encompassing grasp of the nuances in cyber operations, an 
acknowledgment of the cultural and operational variances among 
agencies, and adept management of the ‘principal-agent’ dynamic. 
Only through a comprehensive approach to these factors can intel-
ligence entities fully harness the capabilities of coordinated cyber 
operations [2].
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Abstract
As citizens are faced with an overabundance of informa-

tion, their reliance on intuitive sorting strategies and platform-
enabled content selection and delivery increases correspondingly. 
Under such circumstances, political action tends to be based on 
haphazard encounters with opinion-congruent content than on 
anything else, giving rise to so-called post-truth condition and, 
in  turn, opening up conditions for manipulating such information 
encounters as part of information warfare operations. In particular, 
this novel environment necessitates a  rethinking of informational 
agency, locating it within interactions between humans and tech-
nological artefacts, whereby humans as generators of data and 
algorithms as tools that structure the information domain based 
on such data co-construct political and social spaces. The impact of 
digital technologies is further amplified by the advent of synthetic 
(Artificial Intelligence-generated) media, which is foreseen to bring 
about epistemic confusion, that is, increasing inability to separate 
between reality and fiction. Under such conditions, and in any sit-
uations of actual or perceived crisis and tension, audiences are 
inclined to rely on narratives as coping strategies, which is where 
information warfare operations come to the fore. Either capitalising 
on the existing fertile ground or having manufactured a condition 
of crisis and distrust, such operations are geared towards hijack-
ing audience cognitive processes with narratives that suit their 
perpetrators.
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1.  Introduction

The war in Ukraine has proven to be a  testing ground 
for new and emerging military technologies, such as 

drones. However, besides the kinetic battlefield, warfare operations 
have also been taken in the information domain. Notably, such 
operations have been making use of technological developments 
to a  no lesser extent than their kinetic counterparts. Hence, the 
aim of this article is to explore transformations in digital commu-
nication that have enabled a qualitatively new breed of information 
warfare. In order to do so, this article is built on a conceptual review 
of the existing trends and developments with the aim of develop-
ing a conceptual framework for explaining the interaction between 
post-truth, information warfare, and Army Intelligence (AI)-based 
technologies. In order to do so, key ideas and recent developments 
regarding post-truth, changes in information environment, and the 
advent of AI-based synthetic media are identified and their connec-
tions elucidated. The identified transformations are subsequently 
connected to the key features of information warfare campaigns.

Of course, discussions of manipulation, disinformation, and the 
receding importance of veracity have been the focal point for 
communication studies for quite some time, often focusing on 
post-truth. As such, post-truth is best seen as collusion between 
audiences, technology companies, and political actors, whereby 
audiences derive both satisfaction and information benefits (such 
as quick navigation in an oversaturated information environment) 
but in exchange open themselves to manipulation [1]. Meanwhile, 
information warfare is broadly understood as a  deliberate effort 
by state and non-state actors to shape the strategic environment 
within a particular public sphere or across multiple public spheres in 
a way that suits the perpetrator’s interests [2]. In essence, the aim 
is to affect the thought processes of general populations or polit-
ical elites (or both) so that decisions are made using the frames, 
preconceptions, and habitual associations implanted by and com-
mensurable with the interests of the perpetrator [2]. Crucially, 
information warfare leaves no room for a strict war/peace dichot-
omy characteristic of western thinking – instead, it is always on, tak-
ing place in the background, even though it tends to be amplified in 
situations of crisis or conflict when low-level nudging is deemed by 
the perpetrator to be no longer sufficient [2].
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Post-truth and information warfare can be seen as cousin concepts 
that share similar premises but differ in terms of intentionality. 
Post-truth refers to a  general transformation of the information 
environment and an ensuing reconfiguration of the relationship 
between veracity and political beliefs and action. However, devi-
ations from truth generally happen organically, as a  result to the 
transformations of the information ecosystem. Information war-
fare, meanwhile, refers to the deliberate and strategic manipulation 
of the information environment that makes use of, among other 
things, post-truth tendencies to guide audiences towards predeter-
mined patterns or thinking. It is, therefore, crucial to understand 
the specificities of both post-truth and information warfare as well 
of the information ecosystem upon which they are jointly premised.

In order to conceptualise contemporary information warfare and 
contextualise it within the broader post-truth condition, this arti-
cle proceeds in four parts. Firstly, the emergence of post-truth as 
a  result of the changing information environment is overviewed. 
This is followed by a more in-depth analysis of technological trans-
formations, namely in the second part, the de-centring of humans 
in communication processes and, in the third part, the likely emer-
gence of epistemic confusion due to proliferation of synthetic 
media. Finally, these strands are taken together in a discussion of 
information warfare strategies.

2.  Post-Truth and the Changing Information 
Environment
One of the core changes at the heart of the formation of 

today’s information environment has been the shift in emphasis 
from a  supposed ‘information age’ towards a  ‘post-truth era’. In 
general terms, post-truth is understood as a tendency by audiences 
to opt for opinion-congruence and ease of access/cognition instead 
of veracity as the main criteria for information selection. This has 
been associated with changing patterns of information supply 
(ever-growing amount of content, replacement of professionally 
prepared and curated content with user-generated content, and 
algorithmic contend governance) as well as societal factors, such as 
politicians and other actors making use of such conditions in ways 
that are contributing to societal polarisation. Post-truth has largely 
been brought about by the ever-growing interdependence between 
humans and digital technologies. Indeed, while previously the 
Internet was itself seen as a ‘liberation technology’, enabling net-
worked individuals to self-organise in a struggle for democracy and 
freedom [3], currently the attention has shifted to the opposite end 
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of the spectrum, namely manipulation, disinformation, and infor-
mation warfare. These are seen to be not only features of domestic 
political competition (a domain usually associated with post-truth) 
but also international competition and even hybrid warfare strat-
egies. In the case of Russia’s war against Ukraine, the same can 
also be seen as an addition to conventional warfare practices. While 
warfare, propaganda, and attempts to ‘win hearts and minds’ have 
traditionally gone together, the interplay between warfare and 
post-truth leads to more pervasive, all-encompassing, and interac-
tive practices in the management of audience cognitive processes.

A key concern in contemporary information and communication 
studies is that ‘we are witnessing historical changes in the process 
of production of knowledge, characterised by high velocity and 
dizzying excess, as well as the development of new forms of digi-
tally derived knowledge’ [4, p. 26]. While one might take issue with 
the epochal scale of such assertions, it is, nevertheless, clearly the 
case that not only the amount of available content has overtaken 
the capacity to pay attention (which, in fact, is not new) but also 
the  speed with which content changes and new items are added 
goes beyond the abilities to keep track and make sense. The pre-
ceding has been further exacerbated by the disaggregation of 
news supply in the context of social media: instead of competing 
as collective offerings (a newspaper, a news broadcast, etc.), news 
and other media content currently compete as standalone de-con-
textualised items, resulting in increased competition and hamper-
ing of content selection [5]. As this information environment is also 
devoid of traditional gatekeepers and open to an almost unlimited 
flow of user-generated content, sense-making capacity is only fur-
ther overwhelmed [6], meaning that ‘[t]he challenge of communi-
cation overload is that each message can be heard – as the carrier 
of a distinct meaning – yet it cannot be attended to, since the time 
required for doing so is lacking’ and leading to the need for individ-
uals to ‘drastically select from the environment’ so that attention 
can only be paid to what seems to be noteworthy [7, pp. 112, 113]. 
All precedencies make automated content governance a  valuable 
function performed by digital platforms [8], thus underscoring the 
importance of choices of and by algorithms.

Clearly, digital content, including news and other information, is 
‘ubiquitous, pervasive, and constantly around us’, ultimately driv-
ing individuals to expect news to find them instead of seeking infor-
mation intentionally [9, p. 106]. In other cases, people may become 
so overwhelmed and anxious about the ever-increasing stream of 
news that they begin avoiding them altogether, further deepening 
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their dependence on piecemeal haphazard encounters [10]. The 
preceding directly implies that attention is both a scarce and pivotal 
resource in the present media environment [11]. It thus should not 
come as a surprise that audiences have become spoilt for choice: 
as opinion-congruent content is always available, regardless of the 
level to which it corresponds to verifiable facts, selective exposure 
to information increasingly becomes the norm [6]. Moreover, such 
selective sorting is further strengthened by the online platforms 
themselves, whereby content-to-be-liked is algorithmically selected 
and displayed to any given user. Consequently, the current trans-
formations of the public sphere have the tendency to result in 
fragmentation into opinion-congruent bubbles [12]. Such need for 
opinion-congruence can also be abused by way of manufacturing 
false unanimity through automated accounts and other forms of 
manipulation [13]. It is also notable that citizens are by far not mere 
passive recipients of digital information flows and the algorithmic 
logics inherent therein but are also active in the generation and 
spread of such content, thus at least partly taking agency into their 
own hands – for better or worse, often engaging in what has been 
called ‘participatory propaganda’ [14].

Attention capture is further implicated with the algorithmic pro-
cesses of information delivery, particularly insofar as social media 
platforms are concerned. The latter processes are predicated upon 
personalised targeting of content so that individuals are perma-
nently offered that they are bound to like and pay attention to, lead-
ing towards ‘the growing personalization of constructed realities 
and the subsequent individualization effects’ [15, p. 254]. Hence, 
as a direct consequence of the overabundance of information and 
competition over attention, citizens’ worldviews become further 
strengthened and entrenched through imaginary confirmation of 
their pre-existing beliefs. Crucially, then, in the digital environment 
described above, it transpires that the quality of information is far 
less important in driving political participation than the feeling of 
being informed, meaning that those driven by deficient informa-
tion are just as likely to make their voices and opinions heard and 
actively push for opinion-commensurable political decisions as 
those who possess verifiably factual knowledge, thereby leading to 
further proliferation of a-factual points of view1 and their inclusion 
in the political agenda [16], thus contributing to post-truth politics.

Nevertheless, one needs to resist the dominant temptation in lit-
erature on post-truth towards ‘clear-cut distinctions between the 
esteemed objective realm of facts, science, and reason and the dan-
gerous subjective realm of emotions, ideology, and irrationality’ 

1 ‘A-factual’ is 
used here as an inclusive 
term to accommodate 
both the more organic 
straying aside from truth 
concerns (‘post-truth’) and 
intentional disinformation.
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[17, p. 787]. Simultaneously, the willingness in some recent revi-
sionist literature to dismiss the idea of post-truth as merely a ‘moral 
panic’ [18] is unproductive as well, because it simply recasts the 
narrative in progressivist terms and, therefore, fails to engage with 
the critical potential of the idea of post-truth. In particular, it is 
important to understand that the condition, typically referred to as 
‘post-truth’, is a consequence of the digital information ecosystem, 
rather than determined by the inner deficiencies of the individuals 
that happen to be following and supporting a-factual narratives. 
Hence, such individuals must not be marginalised and looked down 
upon (which, again, is common in the literature on post-truth) but, 
instead, the factors that have led them to their particular beliefs 
have to be investigated. It is far from uncommon for such factors 
to include information warfare operations. The latter, however, 
must not be taken as a universal category either: instead, just like 
warfare in general, information warfare makes use of technologi-
cal transformations and developments, which today involve signifi-
cantly transformed interrelationships between humans and digital 
technologies.

3.  Digital Communication Environment: Moving 
Beyond Human-Centricity
As already intuited in the previous part, accounting for 

changes in the communication environment are crucial in order 
to understand the socio-political processes in today’s societies. 
Broadly, the communication environment is understood here as the 
sum total of technological and other means for sending and receiv-
ing information (in terms of both private interactions and matters 
of public concern) available to a particular society at a given time 
and combined with the predominant use practices on behalf of 
the audiences. With an ever-increasing role of digital technologies 
and various AI-enabled tools and algorithmic governance mecha-
nisms, today’s communication environment has not only grown 
in terms of complexity but is also putting in question some of the 
often taken-for-granted assumptions about human-centricity in 
communication. Of course, such human-centricity largely remains 
intuitive: after all, intentionality and the capacity to generate and 
understand meaning within specific contexts are all central to com-
municative interactions. Simultaneously, though, AI tools now have 
significant sway over the public arena by way of shaping the infor-
mation received by individuals (e.g. content selection and modera-
tion), generating part of the content consumed by individuals, and 
even acting as communication partners, such as in the case of voice 
assistants [19]. The crucial questions, however, revolve around 
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the depth and kind of such technological participation. It must be 
stressed, however, that the thrust behind this section is diagnostic: 
instead of celebrating or criticising the tendencies described above, 
the aim is to contribute to the understanding of the latter.

Human–technology interrelatedness is manifested in the struc-
ture of today’s public arena, best understood in general terms 
as ‘interconnected communicative spaces’ [19, p. 165]. More 
precisely, should one attempt to break down the public, with 
Hasebring, Merten, and Behre, into constellations of actors, frames 
of relevance, and communicative practices, it becomes clear that 
AI-enabled technological artefacts participate in all of them [20]. 
They participate in publics alongside humans as both assistants 
and obstructors (bots could be an example of the latter), shape 
relevance by subterraneously structuring information supply, and 
take part in content generation and other practices that set frames 
for interaction. Other models paint an even more fragmented pic-
ture by focusing on communicative formations that are ‘variously 
private and public, personal and topical, small and large, transient 
and persistent’, being ‘connected both horizontally and vertically 
by shared participants and information flows’ [21, p. 79]. Moreover, 
it is not just the internal dynamics and user practices of such for-
mations that determine their fate: instead, a crucial role is played 
by ‘platform affordances, commercial and institutional interests, 
technological foundations, and regulatory frameworks’ [21, p. 79], 
clearly implying a constant flux that is simultaneously shaped inter-
nally and externally. Here, again, the triple role of digital artefacts – 
as moderators of online encounters with content (e.g. platform 
affordances), interlocutors (bots, conversational agents, etc.), and 
content generators – comes to the fore. It thus should come as no 
surprise that in many ways, algorithms can function as partners in 
communication, for better or worse [22].

Notably, one could reasonably assert the emergence of the new nor-
mal in terms of ‘construction of reality with and through digital media 
and infrastructures’ [23, p. 147]. The preceding is, of course, a very 
general assertion, covering the broad societal transformations that 
are taking shape vis-à-vis digital technologies. A crucial issue at hand, 
though, is whether one can meaningfully discuss human–AI part-
nership in communication without the advent of Artificial General 
Intelligence. One way of tackling the problem could be reframing 
the question from one concerning AI to that of artificial communica-
tion; hence, it is not imitation of human intelligence (which remains 
elusive) but reproduction of communication skills that matters [22]. 
In this way, a  fundamentally interactive model emerges: one of 
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enmeshment between human-generated data, machine learning 
processes, and communicative practices, even without the need to 
emulate human intelligence beyond the narrow domain of communi-
cation. Given the human–digital interdependence as the key premise 
of post-truth, such further enmeshment can be seen as deepening 
the replacement of veracity with outcomes of digital content flows as 
the benchmark for political and societal processes.

The preceding precludes one-sided assertions of loss of human 
agency and emergence of ‘algorithm dependency’ [24], point-
ing instead towards mutual dependence. When engaging with 
AI-enabled tools, the crux of the matter ‘is not that a human would 
interact with the material vis-à-vis a machine, but with systems that 
generate their communication based on a  variety of human digi-
tal traces’ [23, p. 146]. The process is interactive: an AI tool would 
reflect the perspective of human actors as an aggregate but always 
with a twist – a perspective that enables such tools to interact with 
humans not by simply parroting them but also by producing an out-
come that strikes a balance between recognisability and surprise; 
such outcomes, in turn, become a source of human interaction and 
learning, thus informing future interactive outcomes [22]. Once 
again, interrelatedness and enmeshment are evident. The environ-
ment thus produced ‘follows users’ choices, then processes and 
multiplies them, and then re-presents them in a form that requires 
new choices’ [22, p. 64]. In other words, AI-enabled tools react to 
and around humans (AI passivity, human activity) but do so in ways 
that externally structure the conditions for human behaviours and 
responses (human passivity, AI activity). Once again, post-truth is 
here best seen as an interactive condition.

Still, however, one might posit that there is a  crucial difference, 
due to the agency of digital artefacts being, at best, conditioned 
by humans or even illusory. Nevertheless, it must be stressed 
that the centrality and independence of human agency has also 
come under intense questioning in recent years. Notably, today’s 
increasingly digital-first life means that the nature of the human 
self, let alone its supposedly autonomous qualities, is increasingly 
distributed among multiple data doubles – ‘de-corporealised’ vir-
tual individuals residing within technology [25, p. 159]. The ensu-
ing ‘human–data assemblages’ are in a  constant state of flux ‘as 
humans move through their everyday worlds, coming to contact 
with things such as mobile and wearable devices, online software, 
apps and sensor-embedded environments’ [26, p. 466], condition-
ing them and being conditioned in return. It thus becomes evident 
that subjectivity and agency cannot be understood as autonomous 

[106]

www.acigjournal.com


Post-Truth and Information Warfare in their Technological Context

www.acigjournal.com  –––  acig, vol. 3, no. 2, 2024  –––  doi: 10.60097/ACIG/190407

qualities describable in binary terms (as either present or absent) 
but, instead, best seen as in-between states [27]. The excep-
tionality of the human subject is, consequently, put to question. 
Consequently, one must acknowledge that ‘not only humans but 
also non-humans […] have agentic and performative capacities’ 
[28, p. 380], resulting in shared abilities that are ‘more-than-human’ 
[29]. It indeed transpires that instead of the rational-autonomous 
ideal, ‘[w]e are relational beings, defined by the capacity to affect 
and be affected’, constantly ‘flowing in a  web of relations with 
human and non-human others’ [30, pp. 45, 47]. Consequently, 
agency would thus be found in an ‘interplay of human capabilities 
and the capacities of more or less smart machines’ [31, p. 3]. One 
should, therefore, talk not of an increase or diminution of agency 
on either side of the human–AI encounter but, instead, of com-
plex and dynamic networks of agency, with truth (or, rather, what 
counts as the latter) becoming immanent to such interactions.

The above view is also supported by neuroscientific research that 
reveals an autonomous unified self to be merely an illusory unity 
brought together out of diverse elements: multiple interacting neural 
networks, social interactions, and artefacts encountered at any given 
moment [32]. Hence, even the workings of human brain are best seen 
as an endless exercise in improvisation at the interplay between the 
external world and the memories of past thoughts and experiences 
instead of some manifestation of ‘a hidden inner world of knowledge, 
beliefs, and motives’ [33, p. 9]. Seen in this way, the relationship of 
being shaped by any encounter at hand and shaping the environment 
back through interpretation and reaction to such encounters (instead 
of linear autonomous human progress) is, simply, a natural feature 
and not a  technologically conditioned one. Consequently, humans 
are merely entities constantly scrambling for meaning, undergoing 
a constant process of re-invention, rather than self-sufficient actors 
exerting power and dominance over their environments. Again, mov-
ing into the technological domain, then, the aim should be to move 
‘beyond the competition narrative about humans and machines’ [34, 
p. 42] and avoid simplistic dualisms that merely obfuscate the com-
plexities of contemporary societies characterised by mediatisation 
[23, p. 147]. Overall, the goal should be to overcome binary thinking, 
instead aiming for an approach that would posit interactivity between 
humans and their environment as the default condition of communi-
cative interactions. Under such conditions, another binary – between 
fact and fiction – is destabilised as well.

Overall, then, while the growing role of AI and algorithmic tools in 
communication has become a truism, it is time to move further by 
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positing horizontal interrelationship and enmeshment between 
humans and digital artefacts. On the one hand, this is due to the 
growing role and capacities of digital artefacts as structuring actors, 
interlocutors, and content co-generators; on the other hand, this is 
also consequent to autonomous human agency, traditionally taken 
for granted, emerging as, at best, an overstretch. In combination, 
a  new, enmeshment- and interaction-focused, take-on communi-
cation and sense-making (on both individual and collective levels) 
is necessary. Likewise, the same pertains to any obstructions and 
complications in the flow of information or the poisoning of such 
flows through injection of disinformation. Seen from this perspec-
tive, one should focus less on alleged loss of some human mas-
tery (the typical focus of mainstream approaches to post-truth), 
but, instead, on co-originating forms of content indistinguishability, 
including those that allow information warfare operations to hide 
in their midst.

4.  Synthetic Media and Emerging Epistemic 
Confusion
In order to fully appreciate the role of technological devel-

opments in the emergence of post-truth and the creation of con-
ditions for contemporary information warfare strategies, one must 
also consider the effects of artificial content generation. Indeed, the 
rise in prominence and growing adoption of generative AI has been 
one of the defining features of the past several years. While benefi-
cial uses of this technology, including in communication, are plen-
tiful, there are, nevertheless, clear security implications that need 
to be taken into account. Here, particular attention is typically paid 
to the potential use of AI generators to produce disinformation 
and deceive outrightly. However, instead of focusing on singular 
disinformation campaigns (which, it must be admitted, may pose 
significant threats but are, nevertheless, likely to remain isolated 
occurrences), more attention should be paid to underlying back-
ground effects caused by the very presence (and increasing prev-
alence) of AI-generated content. In broad terms, such effects could 
be described as epistemic confusion.

The subject matter here is synthetic media, namely ‘audio-visual 
media which has been partly or fully generated/modified by tech-
nology’ [35, p. 2]. Some key features to note here include democra-
tisation of content creation (as easy-to-use interfaces enable users 
to leverage AI to generate content they would otherwise be unable 
to produce), increased speed and efficiency with which content is 
created, and the capacity to generate realistic yet fake depictions 
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of individuals and events. Crucially, regardless of the intention with 
which such synthetic content is generated, the mere fact of its omni-
presence would likely lead to a diminishing of trust as individuals 
become increasingly unsure of whether the authenticity of the con-
tent they encounter can be reasonably established; moreover, par-
ticularly in situations when individuals are simply casually scrolling 
through available content, they may lack both time and attention 
to check and verify [36, 37]. Notably, it is not only de-contextualised 
pieces of information shared on social media that have to be treated 
with suspicion – entire websites masquerading as news sources 
filled with AI-generated text, featuring nonsensical content or out-
right falsehoods are already not uncommon [38]. In some cases, 
the aims behind resorting to synthetic content can be noble, such 
as attempts to counter disinformation by building AI tools that gen-
erate rebuttals – from social media posts to, again, entire websites 
staffed by fake journalists [39]. The downside, nevertheless, is that 
all of this only further stretches the cognitive load of individuals as 
they attempt to navigate online information spaces. Even in cases 
when synthetic content is not outrightly harmful and had not been 
created with a nefarious aim (including satire or parody), it can still 
have negative effects simply by lingering at the back of one’s mind: 
not least, the very possibility that something has been AI-generated 
can reduce trust even in genuine information [35].

Crucially, the epistemic confusion induced by synthetic media is fur-
ther strengthened by the dominant modes of content distribution. 
For example, algorithmic content governance on social media is by 
no means news-centric; moreover, such platforms tend to supply 
users with de-contextualised and entertainment-focused pieces of 
content, which precludes the formation of an effective representa-
tion of the societal issues at hand [40]. Users need to put in delib-
erate effort by intentionally seeking news content for this aptitude 
to be picked up by the algorithm. In other words, to paraphrase  
Gil  de Zúñiga et al., news may still ‘find me’ [9], but only to the 
extent that I have made a  head start. Nevertheless, as news are 
enmeshed with entertainment and other types of content for which 
the threshold of acceptable AI augmentation (or complete gener-
ation) is significantly lower, context differentiation and epistemic 
trust in news could well recede. Contexts themselves are likely to 
blur as the need to compete in a  non-news-centric environment 
could also push informational content creators to turn to synthetic 
media to simply retain some relevance. All of this creates favourable 
conditions for actors engaged in information warfare operations by 
making cognitive overload and news cynicism among target audi-
ences easier to achieve anything, including causes and atrocities of 

[109]

www.acigjournal.com�


Ignas Kalpokas

www.acigjournal.com  –––  acig, vol. 3, no. 2, 2024  –––  doi: 10.60097/ACIG/190407

war, can be caught within (or deliberately pushed towards) this spi-
ral of indeterminacy.

Even when content is not shared but, instead, generated for per-
sonal use, such as consulting large language models (ChatGPT, 
Bard, etc.), increasing reliance on technologically mediated access 
to the world might lead not only to diminution of agency but also 
to the threat of uncritically accepting the output thus generated, 
despite its occasional propensity to falsehood [37], let alone data 
poisoning, adversarial attacks, and other hostile attempts by out-
side actors to negatively affect the output of such tools [41, 42]. 
Even short of hostile actions from outside, deterioration of outputs 
could happen due to ‘data inbreeding’, that is, AI models being 
trained on AI-generated data, which might happen either acciden-
tally or by design as the proportion of online synthetic content con-
tinues to grow [43]. As user experience of the flaws and dangers of 
such models grows, their trust in any form of available knowledge 
and the possibility of distinguishing between truth and falsehood 
would likely suffer.

In addition to already familiar problems, extended reality environ-
ments may introduce a completely new set of threats, such as the 
potential to create false memories and introduce overlays that are 
difficult to distinguish from objective reality – both highly problem-
atic in light of the accumulating neuroscientific knowledge that 
human perception of reality is based on predictive processing of the 
human brain that provides, effectively, best guesses and approxi-
mations of reality, rather than detached objective knowledge [44]. 
Hence, extended reality can be seen as having the potential to 
cause ‘disruption of deliberation between people due to the break-
down of a common reality’ [44, p. 11], thus further contributing to 
epistemic confusion. Indeed, the loss of shared touchpoints and 
increasing sufficiency of digital life could lead to the breakdown of 
even the fragmented and intermeshed public spaces that currently 
still allow some interconnections among citizens.

Certainly, efforts are underway to ease the cognitive load and, 
therefore, reduce epistemic confusion, with watermarking attract-
ing the most attention. Still, while the thrust towards watermark-
ing and otherwise identifying AI-generated content (both in terms 
of industry standards and regulatory frameworks, such as the 
European Union’s AI Act) is commendable, such measures can be 
undone through the use of specialised software (such as water-
marks being either removed or made less prominent for human 
or machine detection, e.g. by the adding noise); moreover, for 
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content that mixes different media (e.g. text, audio, video, and 
images all being used in a single post on, say, TikTok), separation 
of authentic and fake is going to be even more difficult [36]. No less 
importantly, watermarks are only effective when AI-generated (or 
modified) content is the exception and not the norm: if the majority 
of content is synthetic, it is unlikely that watermarks would retain 
signifying value – that would merely become part of the fabric of 
everyday life, no longer drawing individuals’ attention. Even more 
problematically, reliance on watermarks as a verification tool may 
induce a  false sense of security: unwatermarked fake content 
(either with watermarks removed or produced using in-house 
tools, particularly by state and state-backed threat actors that have 
sufficient resources and sophistication) would automatically earn 
extra credibility. Not least, though, verification techniques can be 
abused through reverse watermarking, that is, adding fake water-
marks that imitate common standards onto authentic content in an 
attempt to discredit it. Indeed, watermark manipulation can well 
open up a new front of information warfare.

The latter point captures a  crucial aspect of epistemic confusion 
that is likely to follow the widespread adoption of synthetic media: 
as everything and anything can potentially be fake, the authentic-
ity of anything can be put to doubt [36]. In fact, this does not even 
have to involve manipulation of authentic content so that it looks 
fake (such as adding a misleading watermark): in fact, mere accusa-
tion that an item has been digitally manipulated or AI-generated is 
sufficient to reduce trust and commitment [35, 45]. Falsely labelling 
content as AI-generated can happen both unintentionally (when 
people are over-vigilant, particularly vis-à-vis content they do not 
agree with) and deliberately (as a convenient way to dismiss con-
tent that goes against one’s interests). Notably, the effects of such 
misleading accusations of fakery transpire to be stable over time 
and, crucially, have a  greater effect on those who care about the 
particular topic at hand, perhaps because of their higher internal 
motivation to be adequately informed [45]. Hence, the threshold 
for deliberate manipulation of audience opinions is only further 
lowered.

5.  Post-Truth, Information Warfare, and the 
Abuse of Coping Techniques
Conditions, identified here as post-truth, are particularly 

conducive to information warfare, particularly when taken in com-
bination with the recent technology-driven changes in the infor-
mation environment. In particular, the increasingly indeterminate 
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role of veracity and the changing contours of information agency 
extend the ambit of information warfare. In particular, this is due 
to the potential for abuse of coping techniques that, while not nec-
essarily consciously employed by individuals, do nevertheless have 
significant leeway on how we understand our environment. Hence, 
avenues are opened if not for full conviction, then for further sow-
ing of confusion among target audiences.

In order to better understand the coping mechanisms under condi-
tions of uncertainty and how they could lead to the proliferation of 
information warfare operations, one needs to focus on the impor-
tance of a  narrative. Crucially, it must be noted that people need 
a narrative because it ‘provides explanations’, that is, ‘describes the 
past, justifies the present, and presents a vision of the future’ [46, 
p. 120]. However, such a  narrative is not always present at hand, 
particularly in times of rapid change or in crisis situations, which 
could be a natural disaster, an epidemic, a war, or anything of the 
like. In addition, as shown above, epistemic confusion can also be 
caused, or at least exacerbated, by technological factors, either 
independently or when they are strategically amplified. Under 
such conditions, pre-existing narratives no longer function and 
new explanations of the world are necessary. Since fact-based nar-
ratives may be slower to emerge (due to changing conditions and 
the need to establish the facts themselves beforehand), it is often 
difficult to fill the gap with verifiable information and an opportu-
nity is created for alternative accounts to emerge, particularly if 
they produce a more satisfying (easier to comprehend and opinion-
congruent) effect [47]. Indeed, what matters is the provision of 
meaning to an otherwise seemingly disorienting and disconcerting 
reality [48], even if that means falling for disinformation and suc-
cumbing to information warfare operations. After all, individuals 
expect from a narrative that it provides actionable insights, regard-
less of its veracity [49]. Moreover, it must also be noted that even 
fact-incongruent narratives have the capacity to ‘connect people, 
give meaning to experienced disparities and corruption in soci-
ety’ [17, p. 785], particularly when they connect to grievances that 
often do have a factual basis and that had not yet been adequately 
explained or addressed.

Even more fundamentally, there are indications that the need and 
capacity to establish patterns even when none exist or when there 
is incomplete data to foresee their existence is hardwired through 
evolution [50], thus even further strengthening the need for 
explanatory or pseudo-explanatory narratives [48] and increasing 
the benefits to be accrued should such narratives be strategically 
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placed, centric for example, as a  means of information warfare. 
Crucially, such behaviour helps individuals overcome the per-
ceived randomness and complexity that otherwise typically char-
acterise the world by providing order and predictability, however 
imaginary [50] and regardless of the broader political and societal 
implications. Of course, this could easily be dismissed as a norma-
tively flawed coping strategy [50], and a  lazy one for that matter, 
one merely concerned with ‘simple recipes for explaining complex 
realities’ [51, p 85]. It is, nevertheless an efficient solution in situa-
tions when information is ether too scarce [52] or, on the contrary, 
too abundant [53], again at least from an individualist subjective 
perspective.

The preceding is particularly topical with regards to information 
warfare campaigns, carried out by both state and non-state actors, 
the aim of which is often to sow confusion and disorientation, for 
example, through hoaxes, fake news, and even plain scaremon-
gering to subsequently make use of the ensuing collective action 
problems. Indeed, the first step of the process tends to be erosion 
of trust, both horizontally among citizens and vertically between 
citizens and their state/government, thereby creating fertile con-
ditions for further hostile actions to be carried out [54], including 
nudging individuals towards specific narratives strategically placed 
to respond to pre-sown confusion. Once a spiral of distrust is set in 
motion by a threat actor, societies effectively enter a self-destruct 
mode, as the ensuing disorientation and polarisation makes it 
impossible (or at least very difficult) for citizens to formulate com-
mon interests and engage in achievement of any goals [2]. In fact, 
it might suffice to simply flood a  selected public with competing 
contradictory opinions in order to diminish trust in any claims [55], 
very much in line with epistemic confusion described in the previ-
ous section. Moreover, it is important to note that trust increases 
openness to one’s own vulnerability (thereby diminishing the need 
to rush for explanations and confusion-reducing narratives) and 
to other people’s opinions (thus, potentially, also to corrections of 
one’s own misperceptions); conversely, erosion of trust increases 
the likelihood of both falling for strategically placed narratives and 
becoming entrenched in one’s own point of view [56].

Resorting to social media platforms for information warfare also 
enables threat actors to induce seemingly spontaneous audience 
reactions in response to messaging and to do so relatively sim-
ply, quickly, and at low cost. No less importantly, once successfully 
injected into the target audience, the manipulative message is prop-
agated by citizens themselves (those who have become convinced 
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of its veracity), thereby further intensifying its spread [54]. Hence, 
herding target audiences into information silos or hijacking the 
existing filter bubbles constitutes a  key strategic aim [55]. Threat 
actors then step in to resolve any uncertainty (including that of 
one’s own making) and thereby both induce and respond to audi-
ence’s need for comprehending any given situation and knowing 
how to act in the changing environment, particularly as such pub-
lics resort to unverified information should other or more quickly 
actionable options be unavailable [57]. Meanwhile, fact-based inter-
ventions to counter post-truth and/or information warfare opera-
tions may not only be at a disadvantage but could also derail the 
entire veracity-focused narrative by making it more complex and 
disorienting, thereby paradoxically increasing the demand for 
clear-cut, albeit less factual, stories that seemingly put all things in 
order [46]. What the preceding indicates, then, is that ‘[t]ruth, as 
in a  fact or piece of information, has no intrinsic value’; rather, it 
can be claimed that ‘[i]t is up to the narrative to create that value’ 
[46, p. 124]. Hence, the core variable for success, especially in the 
political domain, ‘is not evidence (i.e. facts) but meaning’ [58, p. 73]. 
Consequently, there are ample opportunities for the spread of con-
spiracy theories [58] or deliberative disinformation efforts, such as 
information warfare operations.

Sometimes neither full internalisation of a coherent narrative nor 
sowing confusion but affecting the perception of one’s standing in 
the society might be the aim. In this case, establishment of imme-
diate associations (positive or negative) attached to certain political 
and societal actors would likely end up affecting citizen modes of 
participation as well as perceptions of government policies, ethnic 
or other groups, general sense of societal development, etc. [56]. 
The preceding often relies on generating a  sense of marginalisa-
tion. Here, it is crucial to keep in mind that one of the drivers that 
motivate resorting to factually false narratives is powerlessness and 
lack of control, either actual or perceived [50]. This typically involves 
groups that are societally underprivileged and lack a  subjectively 
convincing possibility for emancipation or groups that had previ-
ously been privileged but have since been displaced or are being 
pushed aside by new, more progressive, groups, meaning that 
their concerns are also likely to be ignored or dismissed. Of course, 
in some cases such underprivileged status might be grounded 
in objective reality, but perceptions of such state of affairs could 
equally be manufactured as well. Likewise, groups that are dis-
proportionately affected by ongoing crises (economic, health, mil-
itary, etc.) can be more susceptible to disinformation and attempts 
to mislead. Strategically manufactured narratives would then 
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be aimed at providing perceived solutions by offering a  sense of 
belonging to a community of those allegedly in the know, thereby 
bringing about a sense of subjective empowerment [51]. The latter, 
then, also brings inter-group dynamics into the mix as individuals 
are inclined to think that they and their group are firmly rooted in 
reality, making biases and false assumptions particularly difficult to 
spot (if they pertain to in-group views) and fostering polarisation 
by way of externalising the blame to non-like-minded others [59]. 
Hence, falling for fake news, disinformation, and information war-
fare operations tends to be understood by individuals and their 
peer groups as something that ‘others’ do, leading to the percep-
tion that others are vulnerable; the preceding then leads to another 
dichotomy: the self/we as seemingly rational and critically minded, 
and of the other as, allegedly, less intellectually gifted [60]. Such 
contrast can also lead to a false sense of security, whereby the intel-
lectually superior self is seen as resilient by default and in a lesser 
need to care about the premises of one’s own thinking.

It must also be kept in mind that proliferation of false narratives has 
been made possible by the general drive towards datafication, char-
acteristic of contemporary societies: as populations are rendered 
fundamentally knowable by way of ubiquitous data collection, their 
pain points, biases, and preconceptions become relatively easy to 
identify [61]. The preceding has also significantly transformed the 
way in which political and opinion leadership is commonly under-
stood: from being at the forefront of audience thought processes 
to following and voicing them [61]. Audience expectations are also 
not immune to such transformations as audiences simply expect to 
be satisfied, rather than challenged. Notably, there is an important 
international dimension here as well since crisis situations, particu-
larly global ones, also imply the need for a sense of direction, com-
munity values, and shared identities, all of which are typical targets 
of information warfare [56]. Likewise, a  key aim on either side of 
information warfare operations is to create positive habitual per-
ceptions and a  sense of shared concerns/values with one’s own 
side in the minds of strategically targeted global audiences while 
fostering a  sense of dissociation with one’s adversary, either on 
a global or regional level [56]. Again, it is not only full convincing 
but sowing distrust and doubt within an adversary’s support net-
work that could be seen as a strategic goal.

Crucially, though, it is important to keep in mind that the effects 
of information warfare operations tend to be cumulative, meaning 
that they only become evident over time, once disintegration of 
a state’s informational public (and, consequently, public order) or 
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global support network becomes manifest – that is, when the harm 
has already been done [56] and achievement of strategic goals, 
both domestically and abroad, has been impeded [55]. In this way, 
protection from such operations becomes particularly problematic. 
While much of the response has thus far concentrated on proac-
tive defence measures, such as media and information literacy, 
their effectiveness has thus far faced only very limited empirical 
testing and lacks reliability due to the absence of a control group. 
Therefore, the offence should be seen as continuing to maintain an 
advantage within the domain of information warfare.

6.  Conclusions
Overall, it must be noted that the changes in contempo-

rary information environment, particularly overabundance of con-
tent and its algorithmic management, has led to a  transformation 
of the role of veracity. In many ways, what is taken as truth and, 
therefore, as actionable, has become contingent upon attention 
management strategies employed by individuals, group dynamics, 
and, most importantly, data-based automated matching of individ-
uals and content that the former are predisposed to like. To this 
effect, humans must be seen as sharing information agency with an 
increasing array of digital tools. Such structural conditions are also 
favourable to information warfare operations that can exploit the 
new patterns of content dissemination and consumption in order to 
inject strategically carved narratives into the minds of selected audi-
ences. Moreover, the rapid spread of synthetic media is beginning 
to initiate yet another change – the emergence of epistemic confu-
sion, whereby everything and anything could potentially be manip-
ulated. Under such conditions, demand for seemingly stable and 
coherent explanatory narratives can be seen as a  coping strategy, 
with information warfare operations being geared towards offering 
such alleged solutions. Moreover, deliberate erosion of trust (with 
the consequent retreat from mainstream information and increased 
need for explanatory narratives) often happens to be the first stage 
of information warfare, creating the conditions to nudge target audi-
ences towards pre-crafted narratives – which is all the easier within 
the present technological context. Overall, then, it transpires that 
technological change and the ensuing transformations in the infor-
mation domain have created a new strategic environment in which 
states targeted by information warfare operations are constantly on 
the back foot, with limited solutions to ameliorate this situation.

Of course, similar tools and techniques can be used not only to pro-
liferate disinformation but also by strategic communications and 
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other counter-disinformation agents. However, in terms of epis-
temic confusion, it is by no means clear yet, what the end societal 
effect would be (reduction of potentially harmful beliefs vs further 
increased epistemic confusion). It is a matter for future research to 
establish the balance between, for example, mere uncertainty-in-
ducing epistemic confusion versus disinformation-weakening epis-
temic confusion.
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Abstract
Web application security remains a critical challenge in 

mitigating vulnerabilities that expose sensitive data and systems to 
cyberattacks. This paper addresses the recent trends in the vulnera-
bility of web applications to cyberattacks. It explores implementing 
and evaluating security mechanisms in web services guided by the 
Open Web Application Security Project’s (OWASP) Top 10 frame-
work. The OWASP analyser – a test application prepared to simu-
late the broken access control, Structured Query Language (SQL) 
Injection, and cross-site scripting (XSS) attacks – was executed in 
three realistic scenarios: web applications without any protection 
mechanism, essential safeguards, and advanced measures. The 
experimental results demonstrate the effectiveness of layered 
security strategies and highlight the best practices, such as role-
based access control, secure cryptographic methods, and compre-
hensive logging. The analysis highlights the need to embed security 
throughout Web applications’ implementation and use cycle. While 
advanced measures, such as encryption and real-time monitoring, 
increase resilience to sophisticated attacks, even basic practices can 
provide significant application protection if applied consistently.

Keywords 
cybersecurity, vulnerability, web application, OWASP TOP 10

Received: 11.10.2024

Accepted: 20.12.2024

Published: 25.12.2024

Cite this article as:  
M. Nawrocki, J. Kołodziej, 
“Vulnerabilities of web 
applications: Good 
practices and new  
trends,” ACIG, vol. 3,  
no. 2, 2024, pp. 122–
143. DOI: 10.60097/ 
ACIG/199521

Corresponding author: 
Mateusz Nawrocki, Cracow 
University of Technology, 
Poland; E-mail: mateusz.
nawrocki@pk.edu.pl 

0009-0007-5370-3497

Copyright:  
Some rights reserved 
(CC-BY): 
Mateusz Nawrocki 
Joanna Kołodziej 
Publisher NASK

www.acigjournal.com
https://orcid.org/0009-0007-5370-3497
https://orcid.org/0009-0007-5370-3497


Vulnerabilities of Web Applications

www.acigjournal.com  –––  acig, vol. 3, no. 2, 2024  –––  doi: 10.60097/ACIG/199521

1.  Introduction 

Web applications have become deeply embedded 
in various fields and aspects of functioning in the 

IT era. It isn’t easy to consider modern e-commerce management 
systems, communications, entertainment, and banking and finan-
cial services without sophisticated, intelligent, and responsive 
web services, recently supported by artificial intelligence (AI). The 
Internet was recognized in the early 1990s as the sixth primary 
mass medium in civilisation’s development. Thus, web applications 
have become the foundation for developing modern digital tech-
nologies. However, the ubiquity of digital applications makes them 
prime targets for cyberattacks. Security gaps and any vulnerability 
to external manipulation are exploited to steal data, users’ identi-
ties, and, finally, to obtain specific financial benefits [1].

Security in IT refers primarily to ensuring the stability and resilience 
of various applications, systems, and data against unauthorised 
attacks that may result in illegal access to these resources. Over the 
past few years, this issue has been a frequent topic of commercial 
reports prepared for various institutions, from global agencies and 
government structures to scientific publications of interest mainly 
to the academic community. An example of such a publication is the 
work of Al-Ibrahim and Al-Deen [1], which describes the principal 
vulnerabilities of educational and research-related websites and ser-
vices and methods to counteract the poisoning of content published 
there. The authors point out differences like these threats depend-
ing on the ownership structure of the university or school and the 
education profile. An example of a publication aimed at e-commerce 
environments is the report prepared by Thuraisingham et  al. [2], 
which – in addition to threats and the most common attacks – 
describes tools to support methods of controlling access to the 
infrastructure and resources of a given company as well as secure 
systems for managing workflow in a company or an organisation. 

Within the rapidly evolving IT sector, threats are also undergo-
ing continuous transformation. As the amount of sensitive data 
available online increases, so does the need for tools to protect it. 
Effective data protection systems for online systems should work 
based on the following basic principles:

•	 Separation of databases from applications (installation on differ-
ent servers) 

•	 Encryption of data files and backups 
•	 Widely used firewalls and other methods to limit access to sensi-

tive data.
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However, using even the strictest procedures and the most per-
fect tool does not provide a 100% guarantee of protecting data and 
resources from unauthorised access and use. For example, when 
identifying and analysing threats such as phishing, it is essential 
to remember that these attacks often take advantage of human 
naiveté and inattention by enabling unauthorised access to sensi-
tive data [3]. Today, user behaviour and preferences are the weak-
est links in the security chain [4].

The Open Web Application Security Project (OWASP) initiative [5] 
has played a fundamental role in identifying and developing pre-
vention methods for Web application security’s highly complex 
thematic horizon. OWASP is not only a project but a global com-
munity that makes efforts to improve web application security. This 
community’s main activities are identifying and compiling complex 
taxonomies, ranking threats, and developing strategies and guide-
lines for mitigating and eliminating security vulnerabilities in web 
applications. Every 3 years OWASP publishes Top 10 reports on 
the most critical vulnerabilities affecting the security of web appli-
cations, highlighting areas that require focused attention and the 
implementation of appropriate protective mechanisms [6].

The research presented in this paper aims to briefly analyse web 
application vulnerabilities and evolving trends in developing strat-
egies for securing these applications by comparing and analysing 
the last two editions of the OWASP Top 10 reports from 2017 and 
2021. Understanding the nature and sources of web application 
vulnerabilities to attack and manipulation is paramount in an era 
where web applications are integral parts of our digital lives.

Based on the latest OWASP 2021 report, an OWASP analyser (OA) 
tool was developed and installed to illustrate web application vul-
nerabilities to specific attacks. OA is a hybrid web application com-
bining features frequently encountered in social media platforms, 
e-commerce websites, and content management systems (CMS). It 
comprehensively tests various vulnerabilities and security defences 
in a single web environment. Through deploying multiple layers of 
security, ranging from basic defence mechanisms (or lack thereof) 
to approaches from OWASP Top 10 recommendations, OA moni-
tors exploitation of the specific vulnerabilities and assesses which 
defence mechanisms best mitigate or prevent possible attack 
scenarios.

The experiments conducted using AO were aimed at identifying 
critical vulnerabilities of web applications based on the guidelines 
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of the 2021 edition of the OWASP Top 10 report. Three applica-
tion variants were implemented – from a version with no protec-
tion through an iteration containing basic security measures to a 
robust configuration using advanced defences. Penetration tests 
were conducted using popular security tools, such as Burp Suite [7], 
simulating Structured Query Language (SQL) Injection, and XSS and 
phishing attacks. The effectiveness of the defence methods used in 
the tests was evaluated, as was the difficulty level in bypassing each 
security measure. The experimental analysis concludes with recom-
mendations and insights to raise awareness among developers and 
end users of the most prevalent cyber security threats.

The remainder of the paper is organised as follows. Section 2 out-
lines the main tenets of the OWASP Top 10 reports. The last two 
editions of these reports were compared, and a simple comparative 
analysis highlighted changes in the threat landscape and trends in 
the development of effective web application security tools. Section 
3 describes the architectural model concepts, functions, and rela-
tionships between the main components of the OA application. The 
experimental analysis and results obtained are described at length 
in Section 4. Section 5 lists the most important web application 
security guidelines. The work concludes with Section 6.

2.  OWASP Top 10 – A Review of 2017 and 2021 
Editions
OWASP is a global non-profit organisation that brings 

together security experts and developers striving to improve the 
security of web applications. OWASP reports have become a road-
map for the focused community. They set trends in the security 
market for modern intelligent web services. 

The first OWASP Top 10 report was released in 2003, with subsequent 
updates following approximately every 3 years: 2004, 2007, 2010, 
2013, and 2017. The latest revision was published in 2021, suggesting 
that a new edition may soon be on the horizon. Each release reflects 
shifts in the threat landscape, incorporating new vulnerabilities and 
attack vectors that emerge alongside evolving technologies [8].

This section presents a brief comparative analysis of the last two 
editions of the OWASP Top 10 reports: the 2017 edition and the 
2021 edition. The analysis focuses primarily on the evolution of 
web application vulnerabilities over just 3 years. Comparing these 
two OWASP reports shows how crucial the OWASP community is in 
shaping web application security practices. 
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2.1.  Review of the 2021 Edition of OWASP Top 10
Below is a short review of the vulnerabilities in the 2021 

edition of the OWASP report, which outlines the changes compared 
to the 2017 edition, along with the key threats and recommended 
defences.

1.	 A01 – 2021: Broken access control. It occurs when applica-
tions fail to enforce access restrictions properly and give unau-
thorised users access to the data. This vulnerability is the most 
serious web application security risk (5th position in the 2017 
edition).

2.	 A02 – 2021: Cryptographic failures. It results from insufficient 
or improper use of cryptography, such as storing passwords in 
plain text or using outdated algorithms. Previously known as 
A03 – 2017: Sensitive Data Exposure, it often leads to sensitive 
data exposure.

3.	 A03 – 2021: Injection. It involves unvalidated user input reach-
ing an interpreter (e.g. databases), leading to the execution of 
unintended commands. Defensive measures include parame-
terised queries and thorough validation of all inputs. The 2021 
edition contains XSS.

4.	 A04 – 2021: Insecure design. A new category that highlights 
shortcomings in the early design stages, such as neglecting 
threat modelling or risk assessment.

5.	 A05 – 2021: Security misconfiguration. This covers a wide 
range of misconfigurations, like leaving default credentials 
unchanged, enabling debug modes in production, or inactive 
unnecessary features. It was A06 in the 2017 edition.

6.	 A06 – 2021: Vulnerable and outdated components. It 
addresses risks of running unsupported or outdated software 
components, libraries, and frameworks. Regular updates and 
dependency checks are critical for mitigation.

7.	 A07 – 2021: Identification and authentication failures – for-
merly known as Broken Authentication. This focuses on 
weak passwords, insufficient multi-factor authentication (MFA), 
or poor session management. Enforcing strong password poli-
cies and secure session handling is crucial.

8.	 A08 – 2021: Software and data integrity failures. This 
emphasises maintaining the integrity of application code and 
data, such as verifying software updates via digital signatures 
and using secure serialisation – a new category in 2021.

9.	 A09 – 2021: Security logging and monitoring failures. This 
category reflects the importance of logging and monitoring 
security events. Without proper logs or alerting mechanisms, 
attacks may go unnoticed for long periods.
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10.	 A10 – 2021: Server-side request forgery (SSRF). It allows 
attackers to manipulate server-side requests, potentially 
accessing internal systems or sensitive data that would other-
wise be restricted.

2.2.  Comparison of the 2017 and 2021 Editions
The results of a short comparative analysis of both OWASP 

Top 10 editions are presented in Fig. 1. 

The 2017 report outlined 10 critical threats: injection, broken 
authentication, and security misconfiguration. The main changes in 
the 2021 report can be defined as follows:

1.	 Three new categories
a.	 Insecure design emphasises addressing security consider-

ations during the initial design phase.
b.	 Software and data integrity failures focuses on code and data 

integrity issues, including secure software updates and seri-
alisation methods.

c.	 C. server-side request forgery (SSRF) highlights vulnerabilities 
allowing attackers to manipulate server-side requests to 
access internal resources.

2.	 Renamed and merged categories
	 Particular vulnerabilities were combined or renamed to reflect 

better current cybersecurity challenges (e.g. broken authentica-
tion became identification and authentication failures).

2.	 Greater emphasis on secure design
	 The 2021 edition underlines the need to integrate security 

throughout the entire application lifecycle, rather than viewing 
it solely as an implementation concern.

A comparative analysis of the 2021 and 2017 versions of the OWASP 
Top 10 reveals several observations about changing trends in web 
application security vulnerabilities. These observations have substan-
tial implications for security practitioners, developers, and organisa-
tions looking to strengthen their web application security measures. 
One finding is the continued presence of three threats that emerged 
in 2017. This means that injection, broken access control and cryp-
tographic failure threats are still relevant and must be prioritised 
consistently [8]. The 2021 report updates the descriptions and scope 
of some vulnerabilities to account for the dynamics of changes in the 
development of modern web application architectural models. 

Two new classes of vulnerabilities featured in the 2021 edition; 
“Software and Data Integrity Failures” and “Unsecured Design,” 
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emphasise the importance of addressing security issues as early as 
a web application’s design and implementation stage. The grow-
ing prevalence of data integrity in modern applications was also 
highlighted.

The simple comparative analysis conducted in this chapter has 
confirmed the dynamics of the development of Internet appli-
cations along with new threats. Many researchers refer to this 
phenomenon as a dynamic threat landscape. Security strategies 
need to evolve at a pace similar to the development of applica-
tion development tools, and employers and organisations need 
to adopt flexible and adaptive strategies for web application secu-
rity, staying abreast of the latest trends and vulnerabilities. Such 
adaptability is critical to effectively countering new and emerging 
threats.

3.  OWASP Analyser 
The original OA application was inspired by illustrat-

ing specific threat scenarios and the significant vulnerabilities of 
web applications to selected attacks, such as injection or XSS. The 
application is designed to demonstrate the consequences of these 
attacks in specific examples – this could be data theft or unautho-
rised access to an account. With the use of OA, it becomes possible 
to demonstrate robust defence mechanisms and raise awareness 
among users and developers about the critical importance of ade-
quate security measures throughout the software lifecycle.

There are already some applications on the market with similar 
functionality. One example is Damn Vulnerable Web Application 
(DVWA) [9]. DVWA is a web application designed as a tool for learn-
ing and testing various security techniques, such as SQL Injection 
and XSS, in a controlled environment. It is particularly useful for 
beginners in penetration testing and vulnerability analysis. Another 
example is OWASP Juice Shop [10], which is used to simulate real-
world security vulnerabilities. OWASP Juice Shop is a modern web 
application aimed at learning and testing skills in cybersecurity. 
The project supports development in application security by provid-
ing scenarios aligned with the OWASP Top 10. Another example is 
bWAPP [11], which is particularly useful for practicing and under-
standing over 100 web vulnerabilities, including those outlined in 
the OWASP Top 10, in a safe and controlled environment, making it 
an excellent tool for security enthusiasts, developers, and students 
to enhance their knowledge of web application security. Against 
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this background, OA stands out for its flexibility and easy adaptabil-
ity to different threat landscapes, and meets the guidelines in the 
latest OWASP top 10 reports.

3.1.  OWASP Analyser Architectural Model
Figure 2 presents a high-level diagram of the OA archi-

tectural model. This model consists of three main interconnected 
modules: a client-side interface module, a Python-based server, 
and an SQLite database. 

3.1.1. Client Module
The client module was implemented using typical web 

technologies, including HTML, CSS, and TypeScript, combined with 
the angular and angular material frameworks. These tools were 
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of encryption keys
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• Acessed via authorized 
requests from the  python 
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Figure 2. Architectural model of OWASP Analyzer. A high-level overview of six interconnected modules: client-side 
front end, Python server, SQLite database, key management, and logging & monitoring for secure operations.
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used to develop a user-friendly responsive interface while maintain-
ing flexibility for continuous improvements in security mechanisms. 
For example, TypeScript’s strong typing system has facilitated accu-
rate input validation and helped to minimise security vulnerabilities 
due to improper data handling. A concrete example is the login 
method, which uses strict type-checking to prevent malicious or 
invalid data from being processed, thus reducing the likelihood of 
injection attacks.

The client module contains the most commonly attacked func-
tions, such as user registration, login, post creation, and account 
management. Initially, these functions were left unprotected to 
accurately simulate threats, such as XSS and cross-site request 
forgery (CSRF). This created a baseline environment, which was 
then used to test the effectiveness of the implemented security 
tools.

3.1.2.  Server Module
Developed in Python, the server module handles basic 

tasks such as processing client requests, authenticating users, and 
interacting with the database. Security testing of the base OA ver-
sions revealed several security vulnerabilities, especially endpoints, 
without proper input validation and authorisation checks. For 
example, the/admin endpoint initially allowed access to unauthen-
ticated users due to inadequate session token management.

In response, secure session management and robust backend 
access controls were implemented. Session tokens were dynam-
ically generated using cryptographically secure random values 
and securely stored to prevent unauthorised reuse or tampering. 
Moreover, role-based access control restricted privileged opera-
tions, such as modifying user data, to authorised users only, reduc-
ing the likelihood of access controls being broken.

3.1.3.  Database Layer
SQLite, a lightweight relational database, stores user cre-

dentials, posts, and other critical OA application data. Early iter-
ations of the application faced significant risks, such as storing 
passwords in plain text. These issues were mitigated by adopting 
strong password hashing algorithms (such as bcrypt [12]) and 
ensuring that sensitive data remained encrypted during transmis-
sion and storage.
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Additional safeguards included parameterised queries to protect 
against SQL Injection attacks. All user inputs were sanitised and 
processed with prepared instructions, preventing malicious actors 
from altering query logic or compromising database integrity.

3.1.4.  Integrated Security Measures
Improvements in security mechanisms are methodically 

implemented and tested across all application layers. On the front 
end, input validation and client-side filters helped mitigate XSS 
attempts and invalid requests. On the server side, stricter authen-
tication mechanisms, enforced API speed limits, and centralised 
logging were used to detect anomalies. The database encrypted 
critical fields, credentials were stored using secure hashing, and 
periodic audits were implemented to identify potential component 
vulnerabilities.

4.  Experimental Analysis
The experimental analysis presented in this section shows 

the vulnerability of web applications according to the OWASP Top 
10 2021 report. In the experiments, the designed and implemented 
OA application has the character of a social network. Social net-
works offer extensive configurations and options, which are easy to 
use for attackers. Nowadays, in the era of social media saturation, 
many people worldwide have several accounts on different sites. 
The application client is, therefore, simple and intuitive. OA in this 
implementation has the following functionalities:

1.	 login
2.	 Registering a new account with the application
3.	 Adding posts to the global board after completing the following 

information:
•	 Title
•	 Category
•	 Location
•	 Date of the event (if you create a post with an event)
•	 Description

4.	 Deleting posts from the global board
5.	 Changing account settings – changing user name
6.	 Sending a contact form to the owner of web application
7.	 Searching for posts against criteria:

•	 Title
•	 Category
•	 Location
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•	 Start date
•	 End date 

On the server module, addresses have been prepared waiting to send 
the appropriate request from the client module, which is checked 
and redirected to the database to perform the following operations:

1.	 Checking whether the logged-in user exists in the database, 
and whether his data is correct to allow logging into the 
application

2.	 Adding a new user to the database
3.	 Adding posts
4.	 Deleting posts
5.	 Editing posts
6.	 Log out
7.	 Checking authorisation
8.	 Deletion of authentication token data follows the logout pro-

cess of the user; this provides additional security against unau-
thorised access

9.	 Checking whether a given user has authorisation to perform 
particular actions

10.	 Additional validation of data sent by the client application, 
should an attack be attempted

11.	 Encryption of data so that it does not leak during attacks
12.	 Providing information on the operation performed, whether it 

was successful, and what errors were intercepted
13.	 Sending a contact message to the application owner
14.	 Editing data regarding a particular account, error handling, for 

example, what if incorrect data is given,
15.	 Unblocking CORS for the particular address to which requests 

are made and those from which they are received,

The tests were conducted in the following three scenarios of OA 
configuration: 

1.	 Basic configuration (without security measures)
	 In the initial phase, the application was tested without any 

security mechanisms. This identifies the main problems and 
vulnerabilities of the application related to lack of input valida-
tion, unsecured password storage, and unauthorised access to 
administrative resources. The test results in this scenario served 
as a baseline for subsequent testing phases.

2.	 Configuration with basic security measures
	 The second phase introduced minimal security measures, such 

as input validation, access restrictions to the administration 
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panel, and parameterised queries. These changes aimed to mit-
igate common threats, including SQL Injection and XSS attacks.

3.	 Configuration with advanced security
	 Comprehensive security mechanisms were implemented in the 

final phase of experimental analysis. These included role-based 
access control (RBAC), encryption of sensitive data, and auto-
mated session management. In addition, monitoring and log-
ging mechanisms were integrated to reduce response time to 
potential attacks.

4.1.  Results
The tests identified key weaknesses in application secu-

rity and evaluated the effectiveness of various protection methods. 
The results of the experiments were interpreted in terms of the 
following five criteria in line with the OWASP Top 10 2021 report: 
flaws in access control mechanisms, vulnerability to SQL Injection 
attacks, vulnerability to XSS attacks, vulnerability to cryptographic 
errors and behaviour when logging, and monitoring tools are 
introduced. 

4.1.1.  Unauthorised Access Control
Initial tests showed that an unauthenticated user could 

access the administration panel through URL manipulation, for 
example, by appending/admin to the page address. This allowed 
unauthorised users to view sensitive data and potentially make sys-
tem-level changes. For the basic configuration, all 30 attempts to 
access the admin panel without valid credentials succeeded, under-
scoring the severity of the vulnerability.

After implementing session management and enforcing server-side 
validation through the validation of authorisation tokens and user 
role verification, the vulnerability was successfully neutralised. In 
repeated tests in the new configuration, none of the 30 unautho-
rised access attempts failed, translating into a 100% success rate in 
blocking unauthorised logins.

Figure 3 shows the results of this experiment. It clearly shows the 
importance of combining session token validation with robust 
backend controls. Even if attackers try to manipulate URLs or inject 
forged session tokens, the server’s RBAC mechanisms verify the 
authenticity of each request and privilege level. As a result, only 
legitimate and authenticated users with appropriate privileges 
are granted access to the/admin route, reducing the risk of data 
breaches or system misuse.
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Figure 3. Effectiveness of blocking unauthorised access. Results demonstrate the 
significance of robust backend controls and session token validation in preventing 
unauthorised attempts.

4.1.2.  SQL Injection
In the initial phase of the application’s vulnerability to SQL 

Injection attacks, crafted queries (e.g. ‘OR ‘1’=’1) were injected, 
allowing attackers to retrieve sensitive data and unauthorised 
access to critical information without valid credentials. To address 
this problem, parameterised queries and additional input valida-
tion mechanisms were introduced, effectively sanitising user input 
before passing it to the database. As a result, all 25 SQL Injection 
attempts conducted in the follow-up tests were successfully 
blocked. In addition, logging functions were improved to track sus-
picious queries, thus enabling faster incident response and anom-
aly detection. The results of these experiments are presented in 
Fig. 4.
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Figure 4. Effectiveness of blocking SQL Injection attempts. It highlights the reliability 
of security mechanisms in detecting and preventing all SQL Injection attempts.
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4.1.3. Cross-Site Scripting
Cross-site scripting attacks primarily targeted a post-

creation form, in which malicious scripts were injected to activate 
user accounts in browsers without their knowledge. In a basic con-
figuration, these scripts are executed without any restrictions, pos-
ing a serious threat to data confidentiality and integrity. 

Once input sanitisation and content escaping techniques were 
implemented, each of the 25 recorded XSS attack attempts was 
successfully neutralised (see Fig. 5). The security measures demon-
strate that user-generated content is properly filtered and rendered 
as a plain text, rather than processed as executable code. Defence 
mechanisms are activated on the client side (to provide immediate 
feedback and prevent basic exploits) and on the server side (to val-
idate and sanitise incoming data against more advanced payloads).
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Figure 5. Effectiveness of blocking XSS attacks. It demonstrates the robustness of 
implemented security measures in successfully preventing all XSS attack attempts.

4.1.4.  Cryptographic failures	
Initially, the application stored passwords in plain text, 

which posed a serious security risk. The plain text credentials could 
be immediately exploited if an attacker gains access to the data-
base. To address this vulnerability, the bcrypt hash algorithm was 
integrated, introducing a computational cost that makes brute-
force attempts much more difficult.

In subsequent tests, brute-forcing passwords protected by bcrypt 
took more than 10 hours of continuous computation on standard 
hardware when configured with 10 rounds of hashing, as shown 
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in Fig. 6. This marked improvement illustrates the effectiveness 
of a robust hash function in protecting sensitive data. Salting and 
appropriate cryptographic parameters further reduced the likeli-
hood of successful password cracking, ensuring that user creden-
tials remain secure even during a partial database breach. The 
application strengthened its overall security status by adopting 
standard cryptographic practices and protected users from unau-
thorised account access.

Impact of cryptographic improvement on security

Plaintext passwords

Hashed with bcrypt

0.0%

100.0%

Figure 6. Impact of cryptographic improvements on security. This highlights com-
plete transition from plain text passwords to secure hashing with bcrypt, ensuring 
enhanced data protection.

4.1.5.  Login and Monitoring
The application failed to log login attempts or suspicious 

activity without activating logging and monitoring mechanisms, 
making detecting attacks or investigating incidents difficult. In the 
final configuration, event logging and real-time monitoring were 
implemented to capture critical security events, such as failed login 
attempts, SQL Injection attempts, and unusual user behaviour.

In most scenarios, these measures reduced response times from 
several hours (up to 240 minutes) to less than 15 minutes, enabling 
rapid intervention to stop threats. The results of the experiments are 
shown in Fig. 7, indicating the importance of continuous monitoring 
in implementing modern security strategies. By proactively analys-
ing logs, setting up automatic alerts, and reviewing anomaly reports, 
organisations can respond quickly to potential breaches, thereby 
minimising damage and preserving the integrity of user data.

4.2.  Summary of the Experiments
Security tests have demonstrated the key role of proac-

tive measures in mitigating vulnerabilities commonly found in web 
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applications. Even basic security measures, such as input valida-
tion, session management, and parameterised queries, can signifi-
cantly reduce the exposure of web services to threats, such as SQL 
Injection, XSS, or unauthorised access to data and the application 
itself.

The implemented advanced security mechanisms justified the con-
cept of a modular architectural model for modern web applica-
tions. Role-based access control and robust session management 
have effectively neutralised access control security vulnerabilities 
in modular architectures. Implementing advanced cryptographic 
methods, such as the crypt hash method, has ensured sensitive 
information’s integrity and data confidentiality. Logging and moni-
toring systems enabled rapid detection and response to suspicious 
activity, minimising potential damage from brute force and injec-
tion attacks.

The experimental analysis conducted led to the following guide-
lines for web application security:

•	 Secure Application Life Cycle (SDLC): Security mechanisms must 
be integrated at every implementation and application life cycle 
stage, from design to deployment. Identifying potential threats 
through threat modelling and secure coding practices can pre-
vent vulnerabilities from becoming web services.
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Figure 7. Impact of logging and monitoring on threat response time. It 
demonstrates a significant reduction in response time from 240 minutes to 15 min-
utes after implementing logging and monitoring mechanisms.
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•	 Data validation and sanitisation: These are fundamental to pre-
venting injection attacks and ensuring data integrity. To ensure 
maximum effectiveness, input data validation should be enforced 
on both client and server sides.

•	 Cryptographic standards: Storing sensitive data, such as pass-
words, in plain text is a serious risk. Standard hash algorithms, 
such as bcrypt, and encrypting sensitive fields are essential to 
protect user information.

•	 Access control policies: Implementing detailed access con-
trol, including RBAC, allows users to access only the resources 
required for their roles. Backend validation should complement 
client-side controls to prevent circumvention.

•	 Regular updates and dependency management: Outdated software 
components can introduce vulnerabilities that can be exploited. 
Automated tools, such as dependency scanners, should be used 
to identify and regularly update unprotected libraries.

•	 Comprehensive logging and monitoring: Effective logging prac-
tices enable early detection of malicious activity. Monitoring 
tools should include real-time alerts for critical events, such as 
repeated logging failures. 

•	 Comprehensive logging and monitoring: Effective logging prac-
tices enable early detection of malicious activity. Monitoring tools 
should include real-time alerts for critical events, such as repeated 
login failures or injection attempts, enabling rapid intervention.

5.  Challenges and Future Trends
Despite marked improvements in vulnerability mitigation, 

especially in layered and modular architectures, organisations must 
constantly adapt to the rapidly evolving threat landscape. As tech-
nology advances, new types (vectors) of attacks and methodologies 
are emerging, requiring constant vigilance and innovation. Based 
on the theoretical and experiential analysis of the threats and vul-
nerabilities of modern web applications conducted in this work, the 
list of trends and key issues shaping the dynamics of broad changes 
in web application security, presented later in this section, has been 
defined.

5.1.  Evolving Cyber Threats
Cybercriminals are rapidly refining their techniques, lever-

aging automation, social engineering, and AI-driven strategies to 
launch more sophisticated attacks. Traditional defences, such as 
basic firewalls or signature-based intrusion detection, may be insuf-
ficient against complex threats that adapt in real-time. This calls for 
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advanced solutions that detect subtle anomalies, integrate threat 
intelligence, and automatically orchestrate responses to contain 
breaches before they escalate.

5.2.  Integration with DevSecOps
The transition from traditional software development life-

cycles (SDLC) to more agile and continuous delivery models has 
highlighted the need for DevSecOps [13], embedding security at 
every stage of development. Organisations can identify and reme-
diate vulnerabilities earlier by automating security scans, code 
reviews, and penetration tests as part of the CI/CD pipeline. This 
approach reduces the likelihood of security issues persisting into 
production while ensuring faster release cycles and more resilient 
applications.

5.3.  Microservices and Containerisation
Modern applications often adopt microservices architec-

ture and containerisation (e.g. Docker, Kubernetes) for scalability 
and maintainability. However, each microservice and container 
introduces its own dependencies, configurations, and potential 
vulnerabilities. Securing these distributed environments requires 
granular access controls, robust container isolation, and regular 
updates of container images to prevent exploited or outdated com-
ponents from compromising the entire system.

Table 1. Challenges and trends in web application security.

Challenge/trend Description

Evolving Cyber Threats Sophisticated attacks leveraging automation, AI, and real-time adaptation; requires 
anomaly detection and automated responses.

Integration with DevSecOps Embedding security in CI/CD pipelines to identify vulnerabilities early and improve 
resilience.

Microservices and 
Containerisation

Granular controls and container isolation are needed to secure dependencies and 
configurations in distributed environments.

Zero-Trust Architecture Continuous verification and dynamic access policies to minimise trust and lateral 
movement risks.

AI and Machine Learning (ML) 
for Defence

Using advanced machine learning for threat detection and response while addressing 
adversarial risks.

Regulatory Compliance and 
Data Privacy

Compliance with data privacy regulations to avoid fines and reputational damage.

Continuous Security Education Training stakeholders to recognise threats and apply secure coding practices effectively.
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5.4.  Zero-trust Architecture
A zero-trust model maintains that no user, device, or net-

work segment is inherently trusted. Instead, continuous verification 
(e.g. using multi-factor authentication, dynamic access policies, and 
strict segmentation) becomes the standard. As remote work and 
cloud-based services expand, zero-trust frameworks help ensure that 
each request is rigorously validated, reducing the attack surface and 
limiting the lateral movement of adversaries once inside a network.

5.5.  Artificial Intelligence and Machine Learning for Defence
While attackers leverage AI and machine learning to auto-

mate intrusion efforts, defenders can similarly employ these tech-
nologies for anomaly detection, threat intelligence, and real-time 
correlation of events. Advanced machine learning models can help dif-
ferentiate legitimate user behaviour from malicious activities, signifi-
cantly improving incident response. However, the risk of adversarial 
attacks (where attackers poison or manipulate machine learning mod-
els) remains an ongoing challenge that security teams must address.

5.6.  Regulatory Compliance and Data Privacy
Growing awareness of data breaches and privacy viola-

tions has led to more stringent regulations, such as the General 
Data Protection Regulation (GDPR) [14] in the European Union and 
similar laws worldwide. Compliance requirements push organisa-
tions to adopt stricter security controls, encrypt sensitive data, and 
maintain detailed logs. Meeting these standards can be complex, 
but failure to do so exposes organisations to substantial fines and 
reputational damage.

5.7.  Continuous Security Education
Human factors often represent the weakest link in the secu-

rity chain. Social engineering, phishing, and credential theft rely on 
user error or lack of awareness. Regular training and awareness pro-
grams are vital for developers and end-users, helping them recognise 
threats, follow secure coding practices, and respond appropriately to 
security incidents. Ongoing education ensures that stakeholders can 
effectively navigate emerging threats and vulnerabilities.

6.  Conclusions
This paper highlights the new trends and developments 

in the security of web applications. A list of the most important 
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vulnerabilities of these applications is published once every 3 years 
as the OWASP Top 10 report. This report includes a ranking of vul-
nerabilities indicating the most up-to-date at a given time and the 
most dangerous threats to users of web applications at all levels of 
their use. Section 2 presented a simple comparative analysis of the 
last two editions of the OWASP reports. This analysis showed how 
the threat landscape has changed in just 3 years and the tremen-
dous need for flexible and responsive tools to prevent attacks and 
eliminate detected web application vulnerabilities.

Experimental results underscore the need to embed security 
throughout Web applications’ implementation and use cycle. While 
advanced measures, such as encryption and real-time monitoring, 
increase resilience to sophisticated attacks, even basic practices can 
provide significant application protection if applied consistently.

Implementing automated security testing, coupled with ongoing 
education of developers and users on best practices, is essential 
to reduce the risk of losing data or sensitive information published 
online. In addition, regular audits and updates are the cornerstone 
of maintaining secure systems in an evolving threat landscape.

The future of web application security hinges on proactive inte-
grated approaches that blend automation, zero-trust principles, 
and continuous monitoring. As organisations continue to embrace 
cloud computing, containerisation, and microservices architectures, 
DevSecOps practices have become indispensable, ensuring security 
measures are embedded at every development and deployment 
phase. By staying informed about the latest trends and adapting 
defences accordingly, stakeholders can better protect critical data 
and systems against the expanding spectrum of cyber threats.
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Abstract
While the different entities that compose any socio-

economic environment have always had a certain degree of inter-
connection, the evolving dynamics of cyberspace are intensifying 
their interdependence and shared reliance on the digital realm. 
This is giving rise to increasingly possible origins of systemic cyber-
security risk, potentially leading to scenarios where supply chains 
and essential services experience the rapid and widespread propa-
gation of cascade events at unprecedented levels and velocities. If 
this interdependence is widely recognised and accepted (Section 2), 
the concept of systemic cybersecurity risk is still subjective and 
functional to the core mission of single components of a system 
(Sections 3 and 4), and this lack of common terminology prevents 
the community from adopting a shared posture to manage these 
risks. In this paper, we propose a workable and inclusive definition 
of systemic cybersecurity risk (Section 5). We then review relevant 
cybersecurity events arguing that while catastrophic episodes are 
still unseen, there are incidents that highlight systemic dynamics 
(Section 6). Finally, we review relevant diagnostic tools that have 
been developed to address systemic cybersecurity risks and 
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discuss their limitation as well as opportunities for future research 
(Section 7). We conclude by highlighting that systemic cybersecu-
rity risk is, by definition, a shared risk, thus developing a common 
understanding is the starting point to endorse coordinated mitiga-
tions at system level.

Keywords 
risk assessment, risk management, cybersecurity, systemic cybersecurity 
risk

1.  Introduction

Ongoing evolutions of cyberspace dynamics have 
amplified the attention around systemic cybersecu-

rity risks. The rapid integration of Information and Communication 
Technology (ICT) into societal functions has come together with 
a market concentration of products and services which has made 
the different entities constituting the socio-economic environment 
increasingly interconnected and dependent on shared infrastruc-
ture and common providers. In such a context, there is a growing 
concern that even single failures can spread across a system, lead-
ing to scenarios where supply chains and essential services could 
experience rapid and widespread cascading events at unprece-
dented scales. While most cybersecurity events traditionally have a 
narrowly defined set of victims [1], recent studies provide empirical 
evidence of an increased prevalence, scale, and impact of cyber-
related incidents [2, 3]. Furthermore, recent episodes have demon-
strated how failures can affect multiple entities simultaneously. 
For example, in May 2023 the exploitation of a vulnerability in the 
firewall system recommended by the industry body and adopted 
by most energy operators in Denmark led to 22 companies being 
compromised, with several of them forced to go into island mode 
operation [4]. In the report analysing the incident, it is highlighted 
that Denmark has a highly decentralised energy system composed 
of many small companies, which makes the sector fairly resilient 
in case of a single disruption. However, a situation of ‘systemic 
vulnerability – where the same vulnerability is exploited across 
companies’ can create a potentially critical situation [5]. This event 
is just one of the last of a series of episodes, such as WannaCry, 
NotPetya, SolarWind, and Log4J (and more recent ones like the 
Crowdstrike incident), which have demonstrated how failures can 
propagate across complex supply chains, emphasising how their 
reliance on shared infrastructure products and services, concen-
trates risk into an unknown number of critical nodes.
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Despite the growing concern surrounding systemic cybersecurity 
risk, the underlying problems and potential solutions seem to 
remain unseizable and poorly understood. The concept of systemic 
cybersecurity risks results subjective and ambiguous in both litera-
ture and the community of cybersecurity practitioners, and so are 
the existing tools and methodologies for identifying and measur-
ing sources of this type of risk. Currently, there is no shared termi-
nology, and there is little agreement not only on what constitutes 
a systemic cybersecurity risk but also on the granularity at which 
a system can be defined (operator, sector, countries, or supra-na-
tional level), with existing definitions being functional to  the mis-
sion of the entity defining them. This has so far hindered the 
development of a unified approach to managing these risks. The 
identification of what can be defined as a systemic cybersecurity 
risk is not just an academic exercise but it is seminal to understand 
how systemic dynamics affect cyberspace and consequently devise 
appropriate risk mitigation policies and incident response proce-
dures. Systemic cybersecurity risk is, by definition, a shared risk, 
thus developing a common understanding is the starting point to 
endorse coordinated actions at the system level, both in terms of 
policies and operational capacities.

In this article, we first explore the broader concept of systemic risk 
and its roots in the financial sector (Section 2). Then, we turn to the 
existing approaches to defining and dealing with systemic cyber-
security risk, highlighting how these result in ad hoc and uncoor-
dinated strategies. In particular, we briefly outline the existing 
interpretations, and argue that (i) currently systemic cybersecurity 
risk is a ‘contextual’ concept, with its definition heavily influenced 
by the specific mandate of the involved entities; (ii) existing 
approaches consider the systematicity of cybersecurity risk primar-
ily on the impact that they may have, with limited attention given 
to the underlying dynamics that give rise to such risks (Sections 3 
and 4). We then propose a comprehensive and flexible definition of 
systemic cybersecurity risk that can be applied at different levels of 
granularity, providing a common foundation for understanding and 
addressing the issue (Section 5). Subsequently, we apply our defini-
tion to review relevant case studies, arguing that while catastrophic 
cybersecurity incidents are still unseen, several cybersecurity events 
highlight systemic dynamics (Section 6). Finally, we review some 
of the diagnostic tools and methodological frameworks that have 
been developed, discussing how these efforts are undermined by a 
general lack of data, a partial and uneven application of methodolo-
gies, and a general resistance from operators to share information 
(Section 7).
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2.  The Emergence and Evolution of ‘Systemic 
Risk’ as a Concept
The concept of systemic risk emerged in the field of 

finance and economics, with some of the earliest references dat-
ing back to the aftermath of the Great Depression in the 1930s [6] 
when economists and policymakers began to recognise how the 
failure of individual entities, such as banks and financial institutions, 
could affect the entire economic and financial system. However, 
within the literature, more structured definitions of systemic risks 
started to appear only in the 1990s. The concept gained even fur-
ther prominence during the 2007–2008 global financial crisis, when 
the collapse of major financial institutions and interconnectedness 
of financial markets highlighted the potential for shocks to cause 
far-reaching financial and economic downturns [7, p. 315, 8].

Definitions adopted between 1988 and 2014 by academics and 
banking institutions [9]1 identify the following features of systemic 
risks: (i) scale of the phenomenon: systemic risks affect a large 
part of a system; (ii) contagion effect: due to the interdependen-
cies and interconnectedness among its components, systemic 
risks have the potential to trigger a cascading series of adverse 
events spreading across the entire system; and (iii) system failure: 
systemic risks have the potential to impair the functioning of the 
system itself. 

Overtime, the understanding of systemic risk has evolved, and its 
application expanded from the economic and financial perspectives 
of the early days to other disciplines and areas of study. Scholars 
and practitioners begun to approach the issue with the goal of 
understanding the dynamics of complex and cross-sector supply 
chains and the potential for widespread disruptions as a conse-
quence of the interconnectedness and interdependence of infra-
structures, processes, and services across the globe [10–14]. In 
particular, the exposure of society to systemic risks has been ampli-
fied by what is known as the information revolution [15]. Already 
in 1997, the US Presidential Commission on Critical Infrastructure 
Protection (PCCIP) concluded that the country was so reliant on 
ICT infrastructure that the government had to frame it within the 
broader ‘national security focus’ to address the impacts that would 
result for the entire nation in case of its disruptions [16]. Since 
then, hyperconnectivity, digitalisation, widespread deployment of 
Internet of Things, adoption of readily available cloud technologies, 
and, more broadly, the pace and reach of technological innovation 
have contributed to shaping a quickly evolving and interdepen-
dent environment. This environment makes it more difficult for 

1 In Smaga (2014) 
[9], systemic risks are 
defined as ‘the risk that a 
shock will result in such a 
significant materialisation 
of (e.g. macro-financial) 
imbalances that it will 
spread on a scale that 
impairs the functioning of 
the financial system and to 
the extent that it adversely 
affects the real economy 
(e.g. economic growth)’.
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operators to pursue business continuity, because they often have 
to rely on goods or services provided by other parties [17]. 

While this rapid innovation is bringing benefits in terms of efficiency 
and reach of operations, it is also introducing structural aspects that 
magnify the potential for risks. First, the interdependencies in the 
ICT ecosystem are growing in number and complexity, with related 
risks going beyond the mere technical aspect [18, 19]. As a result, 
both policy-makers and operators struggle with understanding the 
‘intricate and interlocking dependencies’ [20], both upstream and 
downstream  [21]. This often translates into inadequate risk man-
agement practices [22]. Second, the market concentration of digi-
tal services, where stakeholders often rely on similar – when not the 
same – technologies, infrastructures, services, and providers, implies 
that when these fail, the impact may affect a large number of assets 
and organisations [23]. Third, the growth of hacking capabilities and 
their availability through models, such as the Hacking-as-a-Service 
one, makes it easier and cheaper for malicious actors to operate [24]. 
Especially the large number of potential targets that can be hit with 
a single capability – see the above-mentioned feature (ii) of systemic 
risks – makes it appealing to attackers from a cost-benefits perspective. 

These rapid developments have been largely acknowledged by the 
security community, which has increasingly focused on the struc-
tural vulnerabilities of societal functions [25–28] and has started to 
formulate the concept of ‘systemic cybersecurity risk’. However, 
there is little agreement on what these risks are, how to manage 
them, and even if they have ever materialised.

3.  Systemic Cybersecurity Risk is a Contextual 
Concept
When it comes to systemic cybersecurity risks, most of the 

academics and practitioners have kept the economic and financial 
perspective [29–32]. They refer to these risks as a subset of systemic 
financial risks where a cybersecurity event on systemic entities may 
lead to spillover effects. For example, the European Systemic Risk 
Board (ESRB) defines systemic cyber-related incidents as those occur-
ring ‘in the financial sector’ and which could cause ‘serious negative 
consequences for the internal market and the real economy’ [33]. 
Similarly, the European Central Bank provides an understanding of 
systemic cyber risks within the broader context of macro-financial 
perspectives. Accordingly, systemic risks should be assessed by look-
ing at the following two dimensions: (i) the cross-sectional dimension, 
which relates to how the risk propagates within the financial system; 
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and (ii) the time-related dimension, which looks at the dynamic evo-
lution of financial stability risks over time and consider the procyclical 
build-ups of financial fragility [34]. On the other hand, other authors 
and practitioners have developed more comprehensive conceptuali-
sations of systemic cybersecurity risks, which include aspects such as 
safety and security. These broader approaches are not limited to the 
financial sector, but apply to all sectors [1, 35]. For example, accord-
ing to the World Economic Forum (WEF), systemic cybersecurity risk 
is ‘the risk that a cyber event at an individual component of a critical 
infrastructure ecosystem will cause significant delay, denial, break-
down, disruption, or loss, such that services are impacted not only 
in the originating component but consequences also cascade into 
related (logically and/or geographically) ecosystem components, 
resulting in significant adverse effects to public health or safety, 
economic security, or national security’ [36]. This approach entails a 
more inclusive concept that considers the goals of societal (and not 
only economic) wellbeing, and which therefore is extended to all the 
critical functions of society.

Another point of view that can be adopted to look at systemic cyber-
security risk concerns the level of granularity at which a ‘system’ is 
perceived. A system can be defined as a collection of interrelated 
and interconnected elements or components that work together to 
achieve a common purpose or goal2 [37, 38]. Building on this defini-
tion, transnational processes, countries, sectors, societal functions, 
single operators, or even circumscribed sections of a corporate ICT 
landscape can all be characterised as systems [1]. Therefore, under 
this assumption, the adjective ‘systemic’ can assume different 
meanings depending on the point of view. For instance, while the 
WEF definition takes an international perspective, the 2021 Systemic 
Cyber Risk Reduction Venture – established by the US Cybersecurity 
and Infrastructure Security Agency (CISA) – adopts a national per-
spective, focusing on understanding how ‘cyber risks or incidents 
in individual pieces or components of National Critical Functions 
(NCF) could create far-reaching cascading impacts, leading to sys-
tem-wide functional degradation or failure’ [39]. CISA’s under-
standing of ‘system’ corresponds to the United States as a country, 
and therefore its point of view on systematicity is nationally cen-
tred. In fact, it includes the risks that might affect the recognised 
NCFs3 (e.g., the provision of medical care, distribution of electricity, 
etc.), but it disregards the impacts that can manifest at the interna-
tional level or be suffered by other countries. The 2023 US National 
Cybersecurity Strategy further emphasises this nation-centric 
view, highlighting the importance of addressing systemic risks to 
make the US digital ecosystem – clearly spelled out as ‘our digital 

2 These elements 
can be tangible entities, 
such as physical objects 
or processes, as well as 
intangible entities, such as 
concepts or information 
flows. The interactions 
and relationships between 
the components of a 
system lead to emergent 
properties or behaviours 
that may not be evident 
when considering each 
component in isolation.

3 A list of 55 NCFs 
is available here: https://
www.cisa.gov/topics/
risk-management/
national-critical-functions

[149]

www.acigjournal.com�
https://www.cisa.gov/topics/risk-management/national-critical-functions
https://www.cisa.gov/topics/risk-management/national-critical-functions
https://www.cisa.gov/topics/risk-management/national-critical-functions
https://www.cisa.gov/topics/risk-management/national-critical-functions


Giacomo Assenza, Alessandro Ortalda, Roberto Setola

www.acigjournal.com  –––  acig, vol. 3, no. 2, 2024  –––  doi: 10.60097/ACIG/192119

ecosystem’ – resilient [40]. Going further down the abstraction scale, 
there is a well-established perspective that frames systemic cyber-
security risks within the context of enterprise risk management. In 
2019, the Digital Director Network (DDN) released the DiRECTOR™ 
risk framework to help corporate boards and management teams 
to manage systemic risks in ‘complex digital business systems’ [41]. 
This framework defines systemic risk as the risk that a component’s 
failure in a corporate digital system propagates and escalates, put-
ting the entire organisation at stake [42].

These definitions present significant differences but share the idea 
that systemic cybersecurity risks materialise after cybersecurity 
events that produce digital and physical damages, and create cas-
cading effects across the system, with potentially significant disrup-
tions. This perspective is rooted in the interdependence of functions 
and the importance that ICT has in modern systems. It looks at how 
widespread the impact of the cybersecurity risks is and considers 
this as the determinant variable to categorise a cybersecurity risk 
as ‘systemic’. However, this approach does little to determine the 
dynamics producing them. In other words, any cybersecurity risk 
with ‘far reaching cascading impacts’ [39] or ‘cascade into related 
(logically and/or geographically) ecosystem components’ [36] 
would be considered systemic. This blurs the different categorisa-
tions, on the one hand, between systemic cybersecurity risks and 
high-impact cybersecurity risks, and, on the other hand, between 
systemic cybersecurity risks and systemic risks more broadly. In 
fact, the widespread cascades of a cybersecurity event might be 
caused by physical or logical interdependencies, rather than digi-
tal or cyber ones, which entail that effective risk management mea-
sures are not necessarily driven by cybersecurity considerations. 

A different and relatively new approach to typify systemic cyber-
security risk comes from the insurance industry. In recent years, 
insurance companies have been increasingly vocal about systemic 
cybersecurity risks, claiming that these challenge the sector’s 
capacity to provide adequate insurance coverage [43]. From their 
perspective, risks are systemic when they become uninsurable due 
to the massive losses that would arise from the interconnections 
among clients, sectors, and locations, as well as the difficulties of 
modelling and hedging [1]. For instance, the insurance company 
AIG defines as ‘systemic’ those risks that are ‘capable of impacting 
many companies at the same time’ [44]. Under this interpretation, 
insurers adopt a different definition of ‘system’: not anymore a 
group of elements working together towards a goal, but simply the 
group of entities that would be eligible to receive compensation in 
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case of cyber events. The apprehension pertains to the conceivable 
scalability, wherein a solitary incident could concurrently impact 
numerous companies, resulting in substantial interconnected lia-
bilities for insurers. For instance, in the case of damages affecting 
cloud computing platforms employed by a large number of clients, 
the insurer would be compelled to settle claims for all its policyhold-
ers concurrently with evident economic losses [45]. For insurers, a 
particular type of systemic cyber risk relates to the so-called ‘cyber-
war’ or, more generally, state-sponsored hacks, which, due to their 
high potential costs, most insurers are deciding not to cover [46]. 
For instance, Lloyd’s of London requires insurance policies to have 
an explicit exemption for state-backed computer network oper-
ations [47]. This approach could undermine trust and reliance on 
insurance instruments, as it creates uncertainty about the possi-
bility of getting coverage where it is needed the most. In fact, not 
only is attributing a cyberattack, let alone identifying one as an act 
of war, a complex, multilayered, and ultimately political exercise 
[48, 49], but it is also well beyond the scope of insurers. Despite 
these complexities, insurers are trying to pursue this interpreta-
tion in practice, as shown by NotPetya and the consequent dispute 
between the US food company Mondelez and the Swiss insurance 
company Zurich (further analysed in Section 6).

Finally, a minoritarian interpretation of systemic cybersecurity risk 
examines it from the perspective of technological standardisation 
and adoption. In a sense, this is similar to the issue arising from the 
interconnectedness that characterises today’s systems that have 
been referred above. However, this conceptualisation does not focus 
on the cascading effect that an event might have. Rather, it looks at 
the fact that incidents involving certain technologies that are widely 
shared have near-instantaneous effects on a large surface, making 
traditional redundancy measures ineffective [50]. In a conventional 
non-cyber system, redundancy serves as a risk-reduction strategy. 
This is built on the assumption that not all systems fail simultane-
ously. However, in the realm of cybersecurity, this assumption does 
not necessarily hold true, as vulnerabilities, if exploited, might simul-
taneously affect all replicas. The SolarWinds episode (further anal-
ysed in Section 5), as well as the event in the Danish power sector, 
serve as prominent examples of this dynamic [50, 51].

4.  Have Systemic Cybersecurity Events 
Occurred?
In Section 3, we presented different definitions of systemic 

cybersecurity risk, highlighting how these are highly context-related 
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and how they can be driven by subjective considerations. These 
aspects add complexity to the ongoing efforts to establish shared 
terminology for this evolving concept. Similarly, the lack of a com-
mon understanding prevents the community from organically 
identifying when and if systemic cyber risk has ever materialised. 
Many agree that while systemic cybersecurity risks are concrete, 
one of the main challenges related to understanding and manag-
ing them is the lack of data and case studies. For example, in 2019, 
the EastWest Institute asserted that no cybersecurity incidents had 
ever qualified as systemic [52]. To date, catastrophic cybersecurity 
events, which are likely to be unanimously labelled as systemic are 
still unseen [1], but the existing unclarity in the terminology and 
definitions creates substantial challenges in identifying if and how 
potential systemic dynamics have accompanied less evident, but 
still significant events.

For example, the 2021 Colonial Pipeline hack had a significant 
impact, but concentrated in the US energy sector. The incident 
forced the Colonial Pipeline, a crucial fuel transport system, to sus-
pend operations for a week. This disruption led to widespread fuel 
shortages and price spikes along the East Coast, affecting numer-
ous states and prompting panic buying. The Colonial Pipeline 
moves approximately 45% of the fuel supply for the East Coast, 
which made its shutdown particularly impactful. The incident 
resulted in an estimated 5500 gas stations running out of fuel, and 
the national average gas price saw an increase of around 8 cents 
per gallon in just 1 week [53]. According to some of the definitions 
analysed above, this episode could be seen as presenting systemic 
characteristics. It did have an impact in terms of price reaction and 
destabilised volatility [54], and it did disrupt one of the so-called 
NFCs categorised as systemic [1]. However, services were restored 
relatively quickly, the long-term impacts of this episode were lim-
ited, as well as its cascades on other sectors and countries, which 
would in turn undermine the categorisation of this incident as sys-
temic under certain definitions of it, like the one from the WEF.

Similarly, classifying an event as systemic depends on the level of 
granularity at which a system is defined. WannaCry, for instance, 
was a 2017 ransomware that affected over 200,000 computers 
across 150 countries, with a specific concentration in the UK 
National Health Service (NHS). Within the NHS, it severely impacted 
81 out of 236 NHS trusts, resulting in the cancellation of approxi-
mately 19,000 medical appointments. Also, the financial toll was sig-
nificant, with the NHS estimated to have spent around £92 million 
in direct costs and lost revenue due to the hack [55]. Yet the impact 
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was significantly concentrated within the UK healthcare supply, 
with limited consequences on the delivery of the service globally. 
If analysed through a national/sectoral security-based framework, 
WannaCry is likely to be categorised as a systemic event, but the 
same label would be more difficult to apply from global or regional 
perspectives. Also, despite the significant loss of revenues and 
recovery costs, the event was far from resulting in economic or 
financial instability, which entails that financially focused definitions 
would disregard this incident as systemic. 

On the other hand, the impacts from other episodes were severe 
enough to be considered systemic but distributed enough to 
elude this categorisation from national security-based framework. 
The  2017, NotPetya ransomware, which the White House stated 
to be the ‘most destructive and costly cyber-attack in history’ [56], 
had a substantial impact on various organisations across coun-
tries. The incident’s total cost to businesses worldwide has been 
estimated to be in the range of $10 billion [57] and is reported to 
have affected countless machines around the world, from hospitals 
in Pennsylvania to a chocolate factory in Tasmania, affecting mul-
tinational companies, including FedEx’s European subsidiary TNT 
Express, the pharmaceutical giant Merck, French construction com-
pany Saint-Gobain, food producer Mondelēz, and manufacturer 
Reckitt Benckiser, inflicting nine-figure costs in each case. One of the 
hardest-hit industries was shipping, with Maersk, a global shipping 
company, forced to suspend operations in 17 terminals around the 
globe [58], reporting losses of around $300 million. The NotPetya 
incident also affected the insurance market. For instance, the 
refusal of Zurich Insurance Group to pay a $100 million claim from 
food company Mondelēz arguing that the stipulated policy was not 
liable to cover ‘warlike actions’ [59], led to a dispute between the 
Swiss and American companies. Eventually, the insurance company 
covered most of the damages created by NotPetya, but this created 
a precedent which resulted in industry-wide effort to update insur-
ance policies with war exclusion clauses [47]. While from an inter-
national, sectoral, and corporate standpoints, the systemic element 
of NotPetya is difficult to deny, its impacts were distributed across 
many stakeholders globally to the extent that, except for Ukraine, 
where the effects were particularly manifest [57], in no countries 
the damages were so significant to be considered a national secu-
rity issue, thus a systemic event from a national standpoint.

Existing impact-oriented definitions of systemic cybersecurity 
risks are functional, which means that the identification of this 
type of risk is largely subjective and dependent on the mission or 
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perception of entities at play. This creates challenges in studying, 
understanding, and addressing this phenomenon. 

5.  An Inclusive Definition
As described in the previous section, systemic cybersecu-

rity risk is a highly contextual concept. This makes it difficult for the 
community of stakeholders to collaborate and effectively manage 
it. To address this challenge, a shared terminology or, at the very 
least, a mutual understanding must be developed. In this section 
we propose a definition of systemic cybersecurity risk, which tries 
to create common ground among different stakeholders. Following 
is the proposed definition:

A risk is to be considered as systemic cybersecurity risk 
when, within the context of the system under analysis, 
has the potential to initiate a cybersecurity event (trigger) 
that can spread over a number of other ICT parts or func-
tionalities of the system (circuit) that is sufficient to create 
changes to the system (impact).

This definition takes an inclusive approach. The trigger refers to 
all the events that might lead to losses of confidentiality, integrity, 
or availability of information, data, or information (or control) sys-
tems [60, 61]. This includes events occurring through digital (such 
as malwares, ransomwares, distributed denial-of-services [DDoS], 
software failures, etc.) and physical (such as destruction or impair-
ment of hardware, natural disaster) mean. 

The circuit refers to the systems or networks of ICT assets, com-
ponents, or infrastructures through which an initial trigger propa-
gates. This is irrespective of the extension or surface of the system, 
meaning that the concept of circuit can be applied at different 
scales, as a system can comprise from a single entity to multiple 
entities distributed across sectors, countries, and regions. In order 
to differentiate systemic cybersecurity risks from broader systemic 
risks, the circuit relates to cyberspace only. This excludes physical 
or logic cascades that extend beyond the perimeter of ICT sys-
tems (e.g., a slowdown in the supply of healthcare services due to 
a shortage of goods due to a cybersecurity event in the provider of 
these goods). In fact, these types of cascades, while extremely rele-
vant in a context of great interdependency between assets, do not 
necessarily require cybersecurity mitigations, which position them 
beyond the scope of this definition and related policy measures. It 
is also important to differentiate the circuit from the supply–chain 
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and related risks, the latter being a narrower concept referring to 
the people, processes, and technologies associated with the deliv-
ery of services from one entity to another [62].

Finally, the impact is intended as all the disruptions that may intro-
duce changes to the system. This language suggests first that the 
impact implies a broader perspective than the mere economic–
financial one suggested by some definitions adopted by experts 
(see Section 2). In fact, if it is likely that a catastrophic cyber-related 
event can affect the financial environment, this is not an essential 
condition for systematicity because, as we have established, syste-
maticity is not a measure of the extensions but a measure of the 
perimeter within which a risk exists and materialises its impact. 
Second, while this definition recognises that the effect of a systemic 
cybersecurity risk is larger with respect to the generating trigger, it 
does not tie the idea of systematicity to high-impact events. Even if 
rare, there might be scenarios of cybersecurity events presenting 
systemic dynamics, which nonetheless did not affect aspects, such 
as national economy or security, and did not result in catastrophic 
or severe incidents. For instance, the Stuxnet malware self-
replicated, infecting thousands of machines worldwide regardless 
of their operating system version, but it was designed to release 
its payload only in the nuclear power plant in Natanz [63, 64]. This 
means that, while the circuit in which the malware spread was 
extensive, the actual impact was circumscribed to a single operator 
with effects that resulted to be far from catastrophic. 

6.  Dynamics of Systemic Cyber Risks
The lack of an agreed upon definition translates into a lack 

of common taxonomies to categorise systemic cybersecurity risks 
and related events. This is exacerbated by a paucity of case stud-
ies. In this section, we adopt our definition outlined above to review 
relevant events and highlight how, even though none of them 
resulted in catastrophic effects, they still show systemic dynamics 
that can be helpful to understand, thus address, systemic cyberse-
curity risks. Systemic cybersecurity risk manifests in various forms 
and can be classified in multiple ways. In the following paragraphs, 
we analyse three different dynamics in which a trigger spreads 
across a circuit causing impacts. In particular, we identify top-down, 
distributed, and independent dynamics [1].

In a top-down dynamics, even a single event disrupting a critical com-
ponent within a system has the potential to trigger a chain reaction 
that progressively influences a widening array of interdependent 
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entities. For example, if a critical asset of the Internet infrastruc-
ture fails, such as a submarine fibre optic communication cable 
(SCC), an Internet Exchange Point (IXP), or Domain Name Service 
(DNS), businesses and services operating over the Internet would 
be affected by the disruption and might be unable to deliver their 
services in a far-reaching domino effect. For example, SCCs handle 
98% of the global traffic, and despite redundancies being avail-
able for most countries, there are episodes showing significant 
impacts of potential disruptions [65]. In 2015, in the archipelago 
of the Northern Marianas, the only available submarine cable was 
severed, cutting off the island from broadband traffic for days [66]. 
Impacts included a loss of access to the Internet and the collapse 
of communications, with disruptions in critical services (health, 
tourism, education, etc.), with estimated damages amounting to 
US$21 million [67]. Similarly, data shows significant impacts trig-
gered even where countries have redundancy systems and mul-
tiple alternative cables [68]. Other examples show the top-down 
dynamic that damages in the Internet infrastructure might cause. 
In 2016 Dyn, a major DNS provider in the United States, fell victim of 
a massive DDoS campaign launched by the Mirari Botnet that over-
whelmed its servers with an unprecedented amount of traffic [69]. 
While the incident did not take down the Internet, caused cata-
strophic impacts, or affected the real economy, it did result in sub-
stantial disruptions and emphasised the ‘systemic role’ that single 
pieces of the Internet infrastructure play in maintaining the stability 
and availability of online services. The Dyn disruption resulted in a 
‘massive East Coast Internet outage’ [70], and service disruptions 
for many major websites and online services that relied on Dyn’s 
DNS services. Popular services (like Twitter, Netflix, Reddit, Spotify, 
Airbnb, GitHub, Paypal, and more) were affected, either experienc-
ing slow load times or becoming completely inaccessible for users 
not only in the United States but also in Europe and different parts 
of the world. Systemic cyber risks might also materialise following 
physical triggers; for instance, in 2019, a malicious fire in an Italian 
rail transformer room caused the unavailability of train data and 
information, which eventually caused significant delays and ser-
vice suspensions [71]; or as part of broader systemic events, such 
as when the extreme weather caused a power outage in Gambia, 
which, in turn, caused disruption of the nodal IXP in the region as 
well as all the online activities depending on it [72].

In a distributed dynamic, a single event disrupts simultaneously 
similar components scattered across a system. In this case, the 
systematicity is not given by a vertical chain reaction, where a dis-
ruption leads to another, but rather from structural vulnerabilities 
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that simultaneously affect various assets. Distributed dynamics 
are particularly relevant when many entities from different sectors 
rely on the same landscape of providers, products, and services, 
or in other words, share the same vulnerabilities. This trend con-
centrates cybersecurity risks into critical nodes, potentially mag-
nifying the impact of events. Recently, there has been a notable 
surge in events that triggered distributed dynamics, highlighting 
how failures have the potential to escalate into systemic incidents. 
For instance, in November 2021, a group of researchers disclosed 
a critical vulnerability in the Apache Log4j software library. Log4j is 
a piece of open-source software which provides logging capabili-
ties for Java applications, and that is embedded in billions of devices 
and systems worldwide. Exploiting this vulnerability gave the pos-
sibility to execute remote code on affected systems, leaving an 
open door to all sorts of malicious activities [73]. The vulnerability 
has triggered widespread concern and a massive effort to release 
patches, which is still ongoing. Further, organisations are encoun-
tering difficulties in implementing these patches. Insights from 
experts suggest that a complete resolution of the problem could 
span years, which leaves a vast number of stakeholders exposed 
until this issue is comprehensively addressed. Currently, there 
have been no reported instances of exploiting this vulnerability. 
However, experts agree that this can potentially trigger distributed 
dynamics and lead to systemic events [74]. 

A similar distributed dynamic led to the 2020 SolarWinds incident. 
SolarWinds is a software vendor which provides IT management 
and monitoring solutions to many clients in different industries. 
Hackers managed to infiltrate its software development process, 
injecting malicious code into their Orion platform updates. The 
malware was then spread across the client ecosystem as part of a 
legitimate software update [50]. Using SolarWinds as a vector, the 
malicious actors compromised more than 18,000 operators, includ-
ing relevant government agencies and sensitive targets (such as the 
Treasury Department and Los Alamos National Laboratory, which 
designs nuclear weapons for the US government) as well as major 
ICT providers, such as Microsoft, Cisco, and FireEye [75]. While 
the specific details remain undisclosed, the fact that threat actors 
potentially accessed highly sensitive governmental information or 
that they could leverage the same exploit to release wipes or other 
destructive tools raises concern about the security around software 
supply chain, especially when it comes to critical operators [51].

Some authors identify a third type of systemic dynamic, the simul-
taneous occurrence of independent cyber failures. They see it as the 
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result of cybersecurity incidents exploiting independent vulner-
abilities in single operators [76]. In theory, numerous individual 
cyber incidents could happen simultaneously to create a systemic 
event, but practically this type of event seems unlikely. For this 
reason, this paper focuses on top-down and distributed dynam-
ics as the main drivers of systemic cybersecurity risk. These two 
scenarios are ideal types to understand how systemic cascades 
spread across a given environment. In concrete applications, sys-
temic events are likely to materialise in a ‘hybrid way’ [1] with mul-
tiple, simultaneous, and interconnected top-down and horizontal 
dynamics. 

In the analysed cases, the systematicity seems to stem from a con-
fluence of factors, such as risk concentration, scale, and increased 
complexity of supply chains. The consolidation of cyberspace 
around shared assets, technologies, products, and third-party 
providers has created concentrated dependency on a limited set 
of critical nodes facilitating the establishment of shared vulnera-
bilities and single points of failure [77]. Moreover, the increasing 
complexity of computer networks and associated operational and 
human systems, as well as the intricate web of technical, contrac-
tual, and financial linkages on the Internet, introduces hidden lev-
els of mutual dependence. This complexity prevents stakeholders 
from fully stocktaking the support that system components provide 
to their processes, reducing their visibility over potentially critical 
vulnerabilities [1]. 

Given the shared ownership of systemic cybersecurity risks, it is 
critical that all the stakeholders involved share a common under-
standing of the phenomenon in order to put in place meaningful 
and concerted mitigations. To this goal, in addition to a common 
definition, and analysis of systemic dynamics, practitioners need to 
explore new and shared approaches for identifying systemic cyber-
security risks, gaps, and vulnerabilities to enhance their capacity to 
address them. 

7.  A Review of Diagnostic Tools
It is often said that ‘if you cannot measure it, you cannot 

manage it’ [78]. Efforts to address systemic cybersecurity risks 
should therefore starts with some sort of capacity to quantify the 
likelihood and severity of events as well as to identify system gaps 
and vulnerabilities where remediations can be applied. In this sec-
tion we review some of the diagnostic tools and methodological 
frameworks that have been developed, and we discuss that these 
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efforts are undermined by a general lack of data, a partial and 
uneven application of methodologies as well as by a general resis-
tance from operators to share information [79]. 

Given the increasing complexity, interdependency, and opacity of 
cyberspace, it is challenging to develop even a shared grasp of sys-
temic cybersecurity risk, let alone efficient and consistent assess-
ment methodologies to capture the phenomenon. Also, building 
this common understanding seems to be a necessary and prepa-
ratory step to develop clear regulatory frameworks for operators 
to manage these risks. Several efforts have been made to assess 
systemic cybersecurity risks. While some studies attempt to assess 
the individual state vulnerability to Internet infrastructure failures 
(such as SCC) in global comparison [67], a prevalent approach has 
been to leverage methods from traditional risks analysis to mea-
sure the economic impacts of cascades propagating across differ-
ent linkages of a system following cybersecurity incidents. While all 
these studies point at the similar conclusion that direct costs asso-
ciated with ‘normal’ cybersecurity incidents are significantly lower 
in comparison to those associated with systemic cyber events [29, 
80], they also uncover concrete uncertainties in their models’ out-
puts. For example, a model which simulates a cybersecurity inci-
dent in a major cloud provider that disrupts service to its users 
estimates total losses between US$5 and 15 billion [81]. Similarly, a 
recent tool to gauge the aggregated economic impact of cyber inci-
dents in more than 60 countries through supply chain connections 
across various sectors estimated potential annual costs compre-
hended between hundreds of billions and trillions of dollars [80]. 
An even more emblematic example is a 2021 model to estimate the 
potential economic damage associated with a given cyber incident 
considering its cascading failures. The authors applied this model 
to Maersk’s NotPetya infection and found that the total economic 
cost may have been as little as US$3 billion or as much as US$57 
billion [29]. These examples show significant intervals in their esti-
mates, which in turn entail uncertainties in attempting to manage 
the effects on systemic cybersecurity events. The same uncertain-
ties are highlighted in the insurance world, where catastrophe 
modelling is often applied to understand systemic cybersecurity 
risk [82], and partnerships are being endorsed to build shared 
datasets [83]. In fact, many authors argue that one of the main 
challenges that has prevented the development of approaches 
capable of modelling the costs and consequences of systemic fail-
ures has been the lack of data on production networks at firms’ 
levels, which prevents a clear understanding of interdependencies 
among operators [84]. 
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A different typology of diagnostics focuses on maturity, rather than 
risk. These tools define a set of indicators to explore how proficiently 
stakeholders at different levels (from single operators to sub-sectors, 
sectors, and countries) implement cybersecurity measures. While 
these frameworks are not specifically designed to target systemic 
cybersecurity risks, they include measures and controls that are rel-
evant for addressing sources of risk systematicity. More broadly, 
they aim to support stakeholders in building cyber robustness and 
resilience, which, according to recent studies, is one of the largest 
factors for addressing cybersecurity systemic risks [29]. Lately, most 
methodological frameworks have deepened their focus on sys-
temic aspects of cybersecurity risk. At corporate levels, in 2021, the 
National Institute for Standards and Technology (NIST) published the 
‘Cybersecurity Supply Chain Risk Management Practices for Systems 
and Organizations’, with guidance for operators to reduce the risks 
associated with an enterprise’s decreased visibility into and under-
standing of how the technology they acquire is developed, integrated, 
and deployed or the processes, procedures, standards, and practices 
used to ensure the security, resilience, reliability, safety, integrity, 
and quality of the products and services [85]. The Cyber Resilience 
Framework (CRF) and related Cyber Resilience Index (CRI) published 
in 2022 [86] has an even stronger focus on securing interdependen-
cies among organisations, ecosystems, and supply chains. The CRF 
identifies ‘systemic resilience and collaboration’ as one of the six 
key principles that stakeholders should keep in mind while securing 
their assets, which entails the following ‘practices’: understanding the 
interdependencies within each ecosystem, engaging with the other 
relevant stakeholders and fulfilling its role in maintaining ecosystem 
resilience [86]. Building on the CRF, the CRI aggregates results from 
individual organisations and establishes an index of cyber resilience 
performance for sub-sectors, sectors, and supply chains. While this 
tool might provide a precious overview to practitioners and poli-
cymakers, its insightfulness largely depends on how broadly it is 
adopted by the operators forming the system as well as on the quality 
and accuracy of the information that is shared. This might be a signif-
icant obstacle, as organisations are often hesitant to reveal sensitive 
information regarding their dependencies to external parties, includ-
ing government authorities. Their concerns may include the risk of 
losing competitive edges, attracting regulatory and legal scrutiny, or 
inadvertently offering a blueprint for potential adversaries to exploit. 
This is particularly true for large technology providers who tend to 
closely protect their technical architectures as a trade secret [1].

At a less granular level, the Sectoral Cybersecurity Maturity Model 
(SCMM) [87] and the Cybersecurity Capacity Maturity Model for 
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Nations (CMM) [88] aim at measuring the general cybersecurity 
maturity of a sector and country, respectively, and they both include 
relevant indicators for systemic cybersecurity risks. The SCMM 
builds upon the contemporary research on system science show-
ing that an increase in resilience of individual components within a 
system does not necessarily result in a proportional improvement 
in the resilience of the system as a whole [89]. Rather, system resil-
ience is intricately linked to the interactions among its components 
and is not simply the sum of the individual capacity of its constit-
uent parts. The SCMM tries to take an approach which looks at a 
sector ‘as a system’ focusing not only on the maturity of individ-
ual components (such as critical operators) but also emphasising 
interdependencies and interactions among various stakeholders 
that constitute the sector (e.g., supervisory authorities, individ-
ual organisations, etc.) and with relevant external entities that 
may influence or impact the cybersecurity, capabilities, and resil-
ience of the sector, such as Ministries, Departments, and Agencies 
(MDAs), national competent authorities for cybersecurity, and ICT/
operational technology (OT) service providers [87]. To this end, it 
analyses a sector adopting, among others, indicators that look at 
how sector interdependencies are mapped, how information are 
shared among stakeholders, and how minimum levels of secu-
rity are guaranteed by supply chain providers. Similarly, the CMM 
employs analogous indicators to assess capacity at the national 
level. This methodology, in addition to assessing general cyberse-
curity risk management and critical infrastructure protection (CIP) 
practices, includes specific indicators on how a country supports 
the resilience of Internet services and security ICT supply chain, 
which is particularly relevant to reducing systemic cybersecurity 
risks [29]. While both methodological frameworks have the poten-
tial to help countries build better security at both sectoral and 
national levels, including practices to target systemic cybersecurity 
risks, their focus on capacity, or in other words, what measures are 
implemented, says little about the adequacy of these measures in 
relation to the risk. In fact, systems are heterogeneous with dif-
ferent levels of digitalisation and interconnection, thus facing dif-
ferent risk profiles. Therefore, any capacity assessment should be 
contextualised and focused not primarily on what capacities are 
in place but rather on the process that led stakeholders to build 
these capacities. In particular, implementing cybersecurity mea-
sures should follow an information-driven approach. Especially for 
cybersecurity systemic risks, due to the increased complexity and 
opacity, how decision-makers identify gaps and prioritise reme-
diation is an aspect that future research should emphasise more 
vigorously.
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8.  Conclusions
The trends and events outlined in this paper serve as a 

signal that systemic dynamics within cyberspace are concrete, 
with the potential for related risks to materialise. Nonetheless, 
different interpretations make it more difficult to unite stakehold-
ers in concerted actions. Given the shared ownership of systemic 
cybersecurity risks, and that effective solutions demand extensive 
collaboration across stakeholders, establishing a common termi-
nology and comprehension is crucial. In fact, single entities hardly 
have sufficient data and information, mitigations, tools, and, more 
broadly, capacity, to manage systemic cybersecurity risks on their 
own. Rather, the necessary capacity seems spread across a vari-
ety of public and private actors. Building a successful partnership 
among these disparate stakeholders requires not only a mutual 
understanding of different contextual interests and interpreta-
tions of systemic cybersecurity risk but, most importantly, a work-
able definition of the phenomenon itself, which, in turn, positively 
affects the proficiency with which stakeholders protect their assets. 
This is particularly relevant, as national and regional governments 
have started producing regulations that include requirements for 
operators to address systemic cybersecurity risks. For instance, 
the European Union Digital Operational Resilience Act (DORA) sets 
rules on ICT third-party risk monitoring and mitigation that high-
light the need for a clearer discussion of where supply chain risk 
ends and where systemic cybersecurity risk begins. At the same 
time, the revised European Union (EU) Network and Information 
System Directive (NIS2) requires member states to address cyber-
security in the supply chain as part of their national cybersecurity 
strategies.

In this paper, we first explored existing approaches to dealing 
with systemic cybersecurity risk, highlighting how efforts to define 
and manage it result in ad hoc and uncoordinated strategies. We 
then proposed a comprehensive and flexible definition of systemic 
cybersecurity risk that could be applied at different levels of gran-
ularity, providing a common foundation for understanding and 
addressing the issue. Subsequently, we applied our definition to 
review relevant case studies, arguing that while catastrophic cyber-
security incidents are still unseen, several cybersecurity events 
highlight systemic dynamics. Finally, we concluded by reviewing 
some of the diagnostic tools and methodological frameworks that 
have been developed, discussing how these efforts are under-
mined by a general lack of data, a partial and uneven application of 
methodologies, and a general resistance from operators to share 
information.
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Given the breadth and complexity of the underlying problem, new 
policy approaches are needed. Future research should focus on how 
policymakers can enhance the ability to identify and measure sys-
temic cybersecurity risk on the one hand, and mitigate, externalise, 
or even eliminate it on the other. Inclusive mechanisms need to be 
established to involve a diversity of stakeholders: private actors, such 
as technology providers, cybersecurity firms, critical infrastructure 
operators, and reinsurers, as well as public actors, including regula-
tors and national security agencies. International cooperation is also 
essential because systemic cybersecurity risk is inherently global.
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Abstract
This research enhances the security of 5G network 

slicing by introducing a Secure Key Management (SKM) frame-
work designed to protect data within virtualised network envi-
ronments. Network slicing, while a transformative feature of 5G, 
introduces complex vulnerabilities, especially intra-slice and inter-
slice threats, which require specialised security mechanisms. This 
study addresses these risks by proposing a mathematically-driven 
SKM model that combines Shamir’s Secret Sharing (SSS) and homo-
morphic encryption for secure key generation and distribution. The 
model guarantees that threats of unauthorised access are reduced 
to a minimum while maintaining efficiency within the contexts of a 
multi-slice environment. One of the major contributions presented 
in this paper is proposing a correlation engine that is implemented 
as a part of the SKM framework for real-time detection of inter-slice 
as well as intra-slice attacks. In order to prove the efficiency of the 
used framework, it was applied in the experimental 5G slicing setup 
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under various attack conditions. From the results the benefit of the 
proposed methods was identified which include the reduction of 
data leakage risks and lower Denial of Service (DoS) compared to 
the baseline. Notably, the proposed model enhanced the efficiency 
of the slice isolation and key distribution while at the same time 
strengthening its security and performance. In an attempt to com-
bine theoretical models with practical validation, this research will 
offer a holistic security model for 5G network slicing that directly 
solves scalability and dynamic key management. The results enrich 
the literature on security enhancement for next-generation tele-
communication networks and provide a strong basis for real-world 
experimentation.

Keywords
5G slicing, secure key management, intra-slice security, network 
security, cryptographic models

1.  Introduction

The rapid expansion of 5G technology has trans-
formed telecommunications by offering faster speeds, 

ultra-low latency and the ability to support diverse services, from 
enhanced mobile broadband (eMBB) to massive Machine Type 
Communications (mMTC) [1]. The other significant transformation 
of the 5G architecture is network slicing, defined as the ability to 
create multiple logical networks on the same physical infrastruc-
ture to meet different use cases. Complementing the latter is the 
fact that network slicing presents unusual security threats in terms 
of the slices’ identity, confidentiality and accessibility. Security 
threats in 5G slicing can be broadly classified into intra-slice attacks 
and inter-slice attacks. Intra-slice attacks occur when an adversary 
exploits a vulnerability within a single slice, potentially compromis-
ing sensitive data or disrupting services.. To address these chal-
lenges, this research proposes a Secure Key Management (SKM) 
framework specifically designed for 5G network slicing security. The 
SKM system integrates Shamir’s Secret Sharing (SSS) for secure key 
generation and homomorphic encryption for confidential data han-
dling within network slices [4]. These techniques guarantee that the 
keys will be in possession of different parties to avoid centralisa-
tion and hence minimise cases of compromise. Moreover, a correla-
tion engine is incorporated for inter-slice and intra-slice anomaly 
detect and defence mechanisms operatively. These slices correlate 
the behaviour of the network and detect anomalies and suspicious 
accesses to improve the predictive abilities of threat detection. 
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The contribution of this research is that, for the first time, it employs 
mathematical models to provably establish and optimise secure key 
management tailored to 5G slicing dynamics. While with the tradi-
tional models, the use of keys is quite fixed through key distribution 
and the isolation between slices is often less effective, the proposed 
new SKM system is efficient in dynamic traffic loads and security 
requirements for individual slices [7]. In addition, the homomorphic 
encryption framework improves data security while reducing the 
effects on system response time, while the correlation engine con-
tinuously counteracts threats. In addition to presenting a concep-
tual security framework, this work demonstrates the usefulness of 
this framework by verifying the proposed security models through 
an emulated 5G network slicing platform environment. The evalu-
ations based on our experiments are as follows: While compared 
with the baseline methods, the framework can effectively prevent 
the Denial of Service (DoS) attacks, decrease the data leakage risks 
and improve the slice isolation.

By bridging theoretical concepts with practical implementation, this 
research makes a significant contribution to the 5G security land-
scape [8]. It offers a scalable and efficient solution for intra-slice 
and inter-slice security, positioning SKM as a vital component in the 
evolving 5G architecture.

2.  Literature Review 
Network slicing is an essential technique in 5G networks, 

but it introduces new security challenges. Two key approaches to 
addressing these challenges are isolation and secure key man-
agement. Isolation methods are designed to prevent attacks from 
spreading across different slices within the network. This can be 
achieved using tools such as firewalls, VLANs and network function 
virtualisation (NFV). On the other hand, SKM plays a crucial role in 
safeguarding the data and traffic within network slices, as keys are 
essential for encrypting data and authenticating both users and 
devices. While there has been significant research on key manage-
ment for network slicing, several challenges remain [11]. One major 
issue is the development of scalable and efficient key management 
systems, as many existing methods are tailored for traditional net-
works and may not be suited to the dynamic, complex nature of 
network slicing. Additionally, improved support for inter-domain 
and inter-operator key management is needed, as 5G network slices 
often span multiple domains, including the radio access network 
(RAN), core network and cloud environments. Network slices may 
need to span across numerous operators. This project intends to 
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build new and novel key management techniques to aid secure net-
work slicing. The suggested vital management techniques will be 
designed to be efficient, scalable and safe against physical threats. 
The suggested important management techniques will also provide 
inter-domain and inter-operator key management. This paper pro-
vides a complete overview of 5G network slicing security aspects. It 
goes into potential dangers and responses, presenting insights into 
preserving the varied slices from inter and intra-slice attacks [14]. 
The conclusion underscores the importance of a holistic security 
approach in the 5G network slicing paradigm. This study focuses 
on the scalability and flexibility of network slicing in 5G and exam-
ines its impact on enhancing network efficiency while addressing 
security challenges. It highlights the need for adaptive security 
strategies to match the dynamic nature of sliced networks. One key 
recommendation is the use of slice isolation to mitigate Distributed 
Denial of Service (DDoS) attacks targeting 5G core network slices. 
The findings stress the importance of implementing isolation tech-
niques to bolster the resilience of individual slices against such 
attacks, contributing to a more robust and secure 5G infrastructure. 
In addition, the study delves into the security and privacy-preserv-
ing aspects of network slicing within the 3GPP 5G architecture [12]. 
It emphasises the critical need for robust privacy protections to 
safeguard sensitive data and ensure user privacy, ultimately pro-
moting a secure and trusted 5G environment.

This framework specifies criteria for implementing net-
work slicing in 5G. It covers the outcome of adopting a standardised 
approach to network slicing, providing a framework for secure and 
interoperable implementations throughout the 5G ecosystem. The 
study offers the VIKOR technique for efficient and secure 5G core 
network slice provisioning [15]. The outcome illustrates the useful-
ness of this method in improving resource allocation while ensur-
ing the security of specific network slices in the 5G core. Focused 
on key management, this study provides a safe keying strategy for 
network slicing in 5G. Although significant strides have been made 
in securing 5G network slicing using techniques such as encryption, 
VLAN tagging and blockchain, major security challenges remain. 
These include inadequate dynamic slice isolation, inefficient key 
management and the lack of real-time threat detection. This study 
addresses these gaps with the introduction of a SKM framework, 
incorporating SSS, homomorphic encryption and a real-time cor-
relation engine. The proposed model not only enhances the secu-
rity of 5G network slicing but also provides a scalable solution that 
can adapt to the dynamic nature of 5G environments [17]. Table 1 
provides an overview of various research efforts in the field of 5G 
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network slicing, covering topics like scalability, security, resource 
isolation and privacy. It includes studies on network slicing frame-
works, isolation techniques, key management schemes and deep 
learning-based security methods, presenting results such as reduc-
tions in attack impact and privacy leakage, and improvements in 
automation efficiency and threat detection accuracy.

2.1.  Overview
Network slicing in 5G has emerged as a transformative 

solution to meet the diverse and demanding service requirements 
of various applications. The core idea behind 5G network slicing 
is to create multiple virtual networks, or ‘slices’, each designed to 
optimise specific use cases such as enhanced Mobile Broadband 
(eMBB), Ultra-Reliable Low Latency Communications (URLLC) and 
massive Machine Type Communications (mMTC). This shift towards 
tailored network architectures is crucial for addressing the distinct 
needs of different applications in the 5G ecosystem. By leverag-
ing a single physical network, operators can create isolated logical 
networks, each with customised capabilities, thus enhancing both 
flexibility and efficiency. At the heart of network slicing lies the abil-
ity to allocate resources dynamically across different slices to cater 
to the diverse needs of users and devices [4]. A key challenge in 
implementing 5G network slicing is ensuring secure communica-
tion within each slice, especially as the slices are isolated yet inter-
connected. This isolation is vital to prevent unauthorised access 
and ensure that critical applications such as eMBB or URLLC are 
protected from potential attacks. Additionally, slicing introduces a 
need for fine-grained quality of service (QoS) guarantees, allowing 
different slices to receive the appropriate levels of latency, through-
put and reliability based on their specific application needs. Despite 
the promise of network slicing, security remains a major concern, 
especially in multi-slice environments where interactions between 
slices could potentially expose the network to attacks. One of the 
critical areas of focus is secure key management, which plays an 
essential role in safeguarding slice communications [13]. Existing 
key management approaches often lack the flexibility required to 
adapt to dynamic slice configurations. Many traditional methods 
rely on static key distribution mechanisms, which are inadequate 
for handling the dynamic nature of 5G network slicing, where 
slices are created, modified and terminated based on real-time 
needs. Recent advancements have attempted to address this issue 
through the integration of cryptographic techniques such as SSS 
and homomorphic encryption, which aim to provide decentralised 
and secure methods for key distribution and data confidentiality. 
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However, while these methods offer improvements in key security 
and slice isolation, they still leave gaps in real-time threat detec-
tion and response mechanisms. For example, many of the exist-
ing frameworks focus heavily on encryption and key distribution 
but fail to incorporate proactive measures for monitoring intra-
slice and inter-slice activities to identify and prevent unauthorised 
access or attacks [30]. To fill these gaps, the proposed SKM frame-
work offers a novel approach by combining SSS, homomorphic 
encryption and a real-time correlation engine for threat detection. 
The SKM framework ensures that key distribution is decentralised 
and adaptable, addressing the limitations of traditional centralised 
systems. By incorporating a dynamic threat detection mechanism, 
the SKM framework also provides proactive protection against both 
intra-slice and inter-slice attacks, offering a multi-layered defence 
that enhances the overall security of 5G network slices. In addi-
tion to the improved key management, the SKM framework offers 
a detailed mathematical model that ensures both security and 
efficiency in the management of keys across dynamic slices [28]. 
Unlike existing models that only describe encryption methods, this 
approach introduces concrete equations for key generation, distri-
bution and threat mitigation, providing a solid foundation for prac-
tical implementation. Figure 1 represents the signalling flow in a 5G 
network slicing architecture, focusing on slice selection, PDU ses-
sion setup and traffic mapping for secure communication manage-
ment. While network slicing enables greater flexibility and resource 
optimisation, its security challenges require innovative solutions 
that adapt to the dynamic nature of 5G environments. This paper 
contributes by introducing a comprehensive SKM framework that 
not only secures key management but also provides a robust, scal-
able and efficient solution to protect the integrity of 5G network 
slices. The future of 5G network security depends on integrating 
such advanced models that address both the technical and opera-
tional challenges of network slicing, ensuring that security evolves 
alongside network capabilities.

2.2.  Design Challenges
Network slicing, a new notion in the landscape of 5G net-

works, introduces the possibility of building several virtual networks 
atop a shared physical infrastructure. This paradigm change is cru-
cial in enabling exceptional flexibility, scalability and customisation to 
satisfy the unique requirements of various applications and services. 
However, the fulfilment of network slicing’s great promise is accom-
panied by a spectrum of design obstacles that span technological 
intricacies, architectural concerns and operational nuances. Firstly, 
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Figure 1. Network slicing processing.

the granularity limits in spectrum and radio-level resource sharing 
constitute a substantial difficulty [33]. Unlike fixed network slices 
that may be easily expanded with extra hardware resources, RAN 
slicing confronts a physical barrier due to the constrained availabil-
ity of spectrum. Achieving this separation requires robust systems 
for resource allocation, bandwidth management and interference 
reduction. The problem lies in establishing algorithms and proto-
cols that dynamically distribute resources depending on the variable 
demands of distinct slices, enhancing the overall network efficiency.

•	 Orchestration and Management: The orchestration of network 
slices involves coordinating and managing various resources within 
and across slices. When you’re making a complete orchestration 
system, you have to think about things like enforcing policies, 
monitoring in real-time, and making decisions automatically [28]. 
Achieving the optimal equilibrium between centralised and distrib-
uted orchestration poses a significant challenge.
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•	 Latency and Quality of Service (QoS): Applications have diverse 
latency and QoS requirements. Network slicing aims to cater to 
these needs, but achieving ultra-low latency and high QoS across 
slices is a significant challenge. Additionally, latency requirements 
for emerging technologies like augmented reality and autono-
mous vehicles pose unique hurdles.

•	 Security and Privacy Concerns: It is critical to give assurance 
of the privacy and security of each network slice, which creates 
numerous logical networks on a shared infrastructure. Creating 
resilient security procedures to deter illegal access, data breaches 
and attacks on individual slices is a complex task [23]. The archi-
tecture should consider authentication, authorisation, and 
encryption methods that may be adjusted to meet the unique 
requirements of each slice while yet ensuring a consistent secu-
rity foundation for the entire network.

•	 Inter-Slice Interactions: Network slices are not isolated islands; 
they frequently need to interact with each other to provide 
end-to-end services. A significant design challenge is ensuring 
seamless communication and coordination between slices with-
out compromising their independence. Inter-slice interactions 
involve addressing signalling, data exchange, cross-slice resource 
coordination issues, and standardising protocols and interfaces 
for inter-slice communication.

2.3.  Architecture
The general design of network slicing has three levels, 

each with its own management functions. Figure 2 presents a net-
work slicing architecture for mobile networks, illustrating the end-
to-end service management and orchestration across different 
layers, including RAN, core network, transport and cloud manage-
ment, enabling slice-specific functionalities.

•	 Resource Layer (RL): The foundational layer consists of network 
resources and functions that provide services to end-users upon 
request. These resources, whether physical or virtual, include storage 
, processing power and transmission nodes, while network functions 
cover routing, switching, slice selection and authentication processes.

•	 Network Slice Instance Layer (NIL): The middle layer comprises 
network slices, each delivering the specific capabilities needed 
by service instances [6]. A slice can operate directly on network 
resources or on another slice, supporting one or multiple service 
instances. Different slices may or may not share the same physi-
cal infrastructure and network functionalities.

•	 Service Instance Layer: The upper layer consists of service 
instances that utilise the network slices and deliver them to 
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Figure 2. Example of network slicing architecture for a mobile network.

end-users. For simplicity, these instances are referred to as ser-
vices. Third parties, distinct from the Mobile Network Operator 
(MNO), may own or manage certain resources, functions, slices 
or services. As a result, ownership and management responsibili-
ties can be distributed between the MNO and third parties across 
all layers of the network architecture.

•	 Components of Network Slicing Architecture: Network slicing 
architecture consists of three key components: The Radio Access 
Network (RAN), the key Network (CN) and the Management and 
Orchestration (MANO) layer.

•	 Radio Access Network (RAN): The RAN manages wireless con-
nectivity and allocates radio resources to different slices [22]. 
It includes base stations and other radio access elements that 
enable communication between user devices and the network.

•	 Core Network (CN): The CN is the heart of the network where 
the intelligence for processing and managing user data resides. 
It incorporates numerous network services such as the Evolved 
Packet Core (EPC), the 5G Core (5GC), and other parts responsible 
for routing, session management and policy enforcement.
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3.  Network Slicing in 5G
The introduction of 5G network slicing marks a signifi-

cant leap in the ability to support diverse service requirements, 
such as ultra-reliable low-latency communication (URLLC), mas-
sive machine-type communications (mMTC) and enhanced mobile 
broadband (eMBB). This segmentation approach enables the cre-
ation of multiple virtual networks within a shared physical infra-
structure, each tailored to meet specific application needs. By 
leveraging technologies like Software-Defined Networking (SDN) 
and Network Functions Virtualisation (NFV) [1], 5G can dynami-
cally allocate resources based on service demands, ensuring both 
performance and security for each slice. An important aspect 
of 5G slicing is the introduction of the Dedicated Core (DÉCOR), 
which allows operators to deploy multiple, isolated core networks 
within a common Public Land Mobile Network (PLMN). This flexibil-
ity underscores the role of network slicing in delivering a tailored 
experience for different industries, from public safety to industrial 
automation, by allowing services to be prioritised according to their 
specific needs. In the 5G RAN, slices are managed through logi-
cal abstractions, allocating spectrum and physical resources such 
as base stations to optimise performance. This is particularly cru-
cial as it enables the dynamic handling of diverse traffic profiles, 
ranging from low-bandwidth IoT devices to high-speed data users. 
Additionally, the slice selection function governs the assignment of 
users to the appropriate slice, enhancing resource efficiency.

A model like Secure5G, which integrates both the SDN and NFV 
paradigms, ensures that each slice not only meets performance 
criteria but also incorporates robust security features. Through 
mechanisms like quarantine slices and black hole routes, security 
threats can be effectively mitigated, ensuring the integrity of each 
virtual network [6]. Figure 3 illustrates secure slice selection in 5G, 
highlighting device classification, threat isolation and traffic routing 
for enhanced slice security and reliability. The 5G network slicing 
framework comprises several fundamental components, each cru-
cial for the seamless operation and customisation of slices:

•	 Network Slice Instance (NSI): Each NSI represents a unique, 
virtualised network tailored to specific application or service 
requirements. It has its own set of resources, configurations and 
management parameters.

•	 Slice Template: A predefined blueprint encapsulating the char-
acteristics of a particular slice, including allocated resources and 
Quality of Service (QoS) parameters, serving as the basis for cre-
ating instances of network slices.
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•	 Service Level Agreements (SLAs): Defining the contractual 
terms and conditions between the network provider and the slice 
tenant, SLAs include performance metrics, availability guaran-
tees, and other service-related commitments to ensure the slice 
meets agreed-upon standards. 

•	 Orchestrator: Responsible for dynamic management of network 
slices, Orchestrator manages resource allocation and dealloca-
tion [12], checks slice performance, and adapts to changing net-
work conditions to fulfil required SLA.

3.1.  Slice Life Cycle
The lifecycle of a network slice involves several stages, 

including creation, modification and termination, managed effi-
ciently by the 5G network slicing framework:

•	 Instantiation: A predetermined template builds a network slice. 
The Orchestrator connects with the Virtualised Infrastructure 
Manager (VIM) to assign the necessary resources, configure net-
work functions and establish connectivity.

•	 Scaling: The framework allows dynamic scaling of network slices 
to adapt to changing demand, ensuring optimal performance 
without over-provisioning.

eMBB slice (high throughput) 
‘Mobile Communication, Internet’

mMTC (low throughput, high density) 
‘IoT & Smart home, M2M’

URLLC (Ultra reliable low latency) 
‘Automotive, Medical & Industry 4.0’

Quarantine slice ‘bare minimum QoS’

VNF1 VNF2

Internet/service 
providers

User equipment/devices RAN access networks

Rogue base statics

Attacker

Malware botnets 
Device database

Secured slice selection 
network function neural 

model

Mobile core and external IP network

VNFx

Black hole route (terminate)

Figure 3. Secure5G’ secured network slicing model overview.
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•	 Modification: Network slices can be modified to accommo-
date evolving requirements, including changes to QoS param-
eters, resource allocations or the addition/removal of network 
functions.

•	 Termination: When a network slice is no longer needed, it under-
goes termination. The Orchestrator instructs the VIM to release 
allocated resources, freeing up capacity for other slices.

The lifecycle of a slice consists of four phases:

•	 Preparation: This phase comprises designing, producing and 
changing network slice templates. The network slice template is 
a complete blueprint defining the slice’s architecture, resource 
requirements and configuration options.

•	 Instantiation: Configuration and Activation: The slice is built 
from the template, involving the creation, installation and config-
uration of resources and network functions [6]. The configured 
network slice is activated, transitioning from a theoretical blue-
print to a live, functional network slice.

•	 Run Time: During this phase, the network slice is in active use 
and can endure modifications based on changing conditions or 
requirements. Supervision and reporting ensure the slice meets 
specified SLAs and reacts to fluctuating demands.

•	 Decommissioning: The final phase involves the graceful shut-
down and removal of the network slice. Resources are deal-
located and returned to the resource pool, ensuring efficient 
utilisation by preventing unnecessary occupation by obsolete 
slices.

3.2.  Challenges and Future Research Areas
The dynamic creation and management of network 

slices in 5G networks present significant challenges, particularly 
in optimising resource allocation to maximise efficiency and ser-
vice quality. As operators are tasked with deploying virtual net-
work functions rapidly, the lifecycle management of these slices 
becomes a critical concern. The ability to allocate resources 
effectively to meet the diverse needs of services is essential, as 
is ensuring the seamless deployment of new slices for emerging 
applications. A primary challenge lies in the isolation of network 
slices [19]. Each service within a 5G network has unique require-
ments, necessitating dedicated virtual resources for each slice to 
prevent interference. While some slices may share the slice control 
function, services like mission-critical communications demand 
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isolated environments for reliable performance. Achieving per-
fect isolation is not without difficulties, as any failure or attack on 
one slice could potentially affect others. Ensuring robust isolation 
mechanisms is thus paramount to maintaining the integrity and 
stability of the network.

Mobility management also poses a considerable challenge in 
network slicing. The ability to provide seamless handovers and 
manage interference is particularly complex. As highlighted in 
Figure  4, the maturity levels of various aspects of 5G network 
slicing are still evolving, especially in areas such as end-to-end 
slice orchestration. For instance, industrial control network slices 
often do not require mobility management, as devices within 
these slices tend to remain stationary. However, mobile broad-
band services, such as those for automated driving, have vastly 
different mobility needs. Developing tailored mobility manage-
ment protocols for each type of slice is essential to address these 
varying demands and ensure seamless service delivery in a highly 
dynamic 5G environment.

4.  Network Slicing Security
Network slicing introduces several security challenges due 

to the shared nature of physical network resources among multiple 
logical slices. Each slice is designed to serve distinct services with 
unique requirements, but the sharing of infrastructure—such as 
RAN, core networks and user equipment (UE)—increases the attack 
surface. The independence of network providers, slice owners and 
tenants may expose vulnerabilities, allowing for potential malicious 
activities or data breaches [22]. The security of network slices is 
guided by core principles such as confidentiality, integrity, authen-
ticity, availability and authorisation. However, achieving effective 
security is complex due to the intricate management of Virtual 
Network Functions (VNFs) and physical network functions (PNFs) 
within the slice. The orchestration of these slices using SDN and 
NFV further complicates access control, making secure connections 
crucial across all components of the 5G architecture. Centralised 
slice managers may introduce additional security risks, especially 
related to unauthorised access to slice templates, APIs or control 
functions. Moreover, in multi-domain or multi-tenant environ-
ments, ensuring privacy and protecting against potential data leaks 
or attacks from neighbouring slices become pressing concerns. 
Future research must focus on strengthening the isolation of slices, 
improving access control mechanisms, and designing new security 
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frameworks that cater to the dynamic and multi-tenant nature of 
5G networks.

Critical Security Issues Addressed:

•	 Attack on Physical Node: Physical nodes provide resources for 
slice nodes, and a malicious attack on the physical node can influ-
ence the slice node, potentially modifying slice node information, 
launching sniffing attacks and blocking traffic within the slice [21].

•	 Security constraints emphasise that slice nodes should be provi-
sioned on trusted physical nodes with security levels at least the 
slice node’s security requirement.

Attack on the Slice Node:

•	 A malicious slice node attacks a physical node, exploiting vulnera-
bilities to gain control, potentially initiating DoS attacks, injecting 
error information and causing the physical node to reject other 
slice requests.

•	 Security requirements specify that physical nodes should only 
host slice nodes they trust, with security levels at the same as the 
physical node’s security requirement.

Eavesdropping and Location Privacy:

•	 The privacy of users may be compromised by adversaries inter-
cepting data communications between them and the 5G core 
network. RANs can infer user locations based on signal strength. 
Mitigation involves robust security and privacy controls to safe-
guard user data [26].

Data Integrity Threats:

•	 Adversaries can compromise data integrity during transmission 
by intercepting and manipulating it. Data integrity and prevent-
ing unauthorised access are crucial for network security.

Attacks in Multi-Tenant Networking:

•	 DDoS Flooding Attack: External adversaries launch DDoS attacks, 
flooding the communication links of the target slice and impact-
ing both slices sharing standard control network functions.

•	 Slice-Initiated Attack: Adversarial slices with administrative con-
trol initiate attacks by exhausting VNF resources, degrading the 
performance of other slices on the same physical host.
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UE/device

RAN

• Malware, virus, botnets, firmware hacks
• IoT sensors, rogue devices, user information, device tampering

• Rogue access points, denial services for users
• X2 and SI link compromise

Mobile 
edge

• DDOS, sniffing
• Cloud security, server vulnerability

Core 
network

Air 
interface

• Virtual network functions
• Control and user plane malware

• Man in the middle attack
• Roaming PLMN, jamming

Figure 5. Typical 5G threat vectors for network and device.

4.1.  Attacks on Slices
Network slicing in 5G introduces unprecedented flexibil-

ity and customisation. However, along with these advancements, 
there is a pressing need to address the vulnerabilities and poten-
tial cyber threats that can compromise the integrity and function-
ality of network slices. This in-depth analysis looks at 5G network 
slicing attacks, highlighting the need for strong security proto-
cols to prevent such breaches [34]. Figure 5 outlines common 5G 
threat vectors, spanning devices, RAN, mobile edge, core network 
and air interface, detailing risks such as malware, rogue access 
points, DDoS attacks and jamming, which require robust security 
measures.

A. Denial of Service Attacks (DoS): Network slices are seri-
ously threatened by DoS attacks, which overwhelm resources 
and prevent authorised users from accessing them. About 5G 
network slicing, a DoS attack can target individual slices, over-
whelming them with traffic or exploiting weaknesses to drain 
resources. Mitigation strategies include implementing traffic 
filtering, rate limiting, anomaly detection and employing redun-
dant resources to absorb excess traffic.

B. Network Slice Isolation Breach: Network slice isolation is 
fundamental for ensuring the independence of each slice. A 
breach in isolation occurs when an attacker gains unauthorised 
access to the resources of a particular slice, compromising data 

[187]

http://www.acigjournal.com


Kovid Tiwari, Ajay Kumar Phulre, Devraj Vishnu, Saravanan D

www.acigjournal.com  –––  acig, vol. 3, no. 2, 2024  –––  doi: 10.60097/ACIG/200243

privacy and security. Mitigation strategies involve implement-
ing strong authentication, access control mechanisms, regu-
lar auditing, monitoring for unusual activities and employing 
encryption to protect data in transit.

C. Man-in-the-Middle Attacks: MitM attacks, intercepting and 
altering communication between parties, can compromise data 
within a network slice [37]. This threatens sensitive informa-
tion and service disruption. Mitigation includes implementing 
end-to-end encryption, utilising secure communication pro-
tocols, and regular updates and patches to address known 
vulnerabilities.

D. Cross-Slice Attacks: Cross-slice attacks exploit vulnerabilities 
in one network slice to compromise the security or performance 
of another. Shared resources or communication pathways 
between slices enable attackers to pivot, causing widespread 
damage. Mitigation includes strict isolation between slices, net-
work segmentation and regular penetration testing.

5.  Inter-Intra Slice Attack
Table 2 presents potential threats and attack scenarios tar-

geting different components of network slices, including intra-slice, 
inter-slice and slice broker vulnerabilities. It highlights various risks, 
such as malware injections, fake slices and service disruptions, with 
associated impact levels.

5.1.  Inter-Slice Attack
Inter-slice security is a vital feature of 5G network slicing, 

which focuses on preserving a slice network against assaults from 
other slices. Vulnerabilities in RAN sub-slices, user devices, manage-
ment systems, resource layer and service-service interface can all 
be exploited by these attacks. User devices provide a possible vul-
nerability, especially when end-users seek to access unauthorised 
slices or overly utilise shared resources, resulting in potential flood-
ing attacks [32]. Complete isolation between slices becomes critical 
to limit user access and enhance security requirements. These secu-
rity issues are addressed by a variety of isolation solutions, some of 
which include tag-based isolation with MPLS, VLAN-based and VPN-
based with SSL/TLS. Resource management is vital to mitigating 
DoS attacks by efficiently arranging resource consumption among 
slices. Solutions like resource capping and ring-fencing are pro-
posed to mitigate customers’ excessive resource consumption and 
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meet security requirements. Figure 6 illustrates inter-slice attack 
points, showing how shared resources across slices, including RAN, 
core network sub-slices and management functions, create vulner-
abilities for potential threats like software attacks and DoS.

5.2.  Intra-Slices Attack
Intra-slice security defends a network slice from assaults 

within the slice itself. Vulnerable locations such as user devices, 
sub-slices, slice managers, resources and Network Functions (NFs) 
are also the source of these attacks. The user device is a key assault 
target, serving as the gateway to slices, services and the network. 
Denial of Service (DoS) assaults, attacks from customers that target 
slices, and attacks from slices themselves are all examples of attacks 
directed toward the user device. To counter these, proposed solu-
tions focus on proper isolation, segregating services within slices and 
isolating services and slices for increased security across the slice ser-
vice interface [36]. Figure 7 depicts typical intra-slice security points 
of attack, focusing on vulnerabilities within service instances, RAN, 
core network sub-slices and management functions. It emphasises 
the need for robust protection and rights assignment during service 
setup. Attacks against the service itself can be directed toward the 
slice service interface, which is the point of interaction between the 
slice and the service. Proposed solutions emphasise adequate isola-
tion and service setup to enhance security at this interface.

6.  Proposed Approach
Strong security measures are necessary in the ever-

changing 5G network slicing scenario to counter threats including 

Service instance (slice 1)

Slice instance (slice 1)

RAN sub-slice 1 Core network sub-slice 1
Management 

functions

Network slice 
templateSlice instance (slice 2)

RAN sub-slice 2

Access network

User devices

Transport network

Network functions

Storage

Processing

Core network sub-slice 2

Service instance (slice 2)

Figure 6. Inter-slice points of attacks.
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Services instance 1

Slice instance 1

RAN 
sub-slice

Access 
network

Transport
network

Processing

5G devices

Storage Network 
functions

Network slice 
management 

function(s)

Network 
slice 

template

CN 
sub-slice

Figure 7. Typical intra-slice security points of attack.

Man-in-the-Middle (MITM) attacks, DoS attacks and Network Slice 
Isolation Breaches. The three categories that this method divides 
security solutions into are RAN, Core Network and General techniques.

6.1.  Radio Access Network (RAN)
•	 Chaos-based Cryptography and Stream Ciphers: Utilise cha-

os-based cryptography to ensure privacy and generate secure 
communications within slices using stream ciphers.

•	 Authentication-based Solutions: Implement the Diffie-Hellman 
key agreement to secure, anonymously connect to IoT services 
and counter traditional security threats [39].

6.2.  Core Network
•	 Cryptography-based Solutions: Deploy public cryptosystems for 

mutual authentication and secure communications between net-
work slices.

•	 Isolation-based Solutions: For the purpose of preventing 
inter-slice intrusions and improving overall network security, 
strengthen the isolation of virtual resources.

6.3.  General Solutions
•	 Inter-Intra Slice Attacks: Implement VNF-level security measures, 

continuous monitoring and access controls to mitigate intra-slice 
threats.
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•	 Denial of Service (DoS) Attacks: Use multi-layered defence strate-
gies, including traffic anomaly detection, rate limiting and access 
controls to filter malicious traffic.

•	 Man-in-the-Middle (MitM) Attacks: Employ end-to-end encryp-
tion via TLS, mutual authentication with PKI and traffic pattern 
monitoring.

•	 Cross-Slice Attacks: Enhance isolation mechanisms and strict 
access controls and conduct regular security audits to prevent 
attackers’ lateral movement [8].

6.4  Security Solutions Analysis
Network slicing in 5G enables isolated virtual networks tai-

lored to specific use cases, ensuring interference-free operations 
and preventing unauthorised access. The Secure Private Network 
Slice (SPNS) design incorporates several elements for adequate 
security:

•	 Secure Network Slice Selection: Use onion routing for secure 
slice selection, encrypting user data across multiple layers corre-
sponding to each RAN node.

•	 Anonymous Authentication: Maintain user privacy by packag-
ing services between RANs without direct core network contact, 
enhancing security against identity exposure.

•	 End-to-end Encryption: Employ AES for robust end-to-end 
encryption, ensuring data confidentiality and integrity during 
transmission.

•	 Security Event Correlation: Utilise a Correlation Engine to analyse 
and correlate security events within and across slices, enhancing 
threat detection capabilities.

•	 Attack Detection Mechanism: Implement statistical methods like 
Z-score to detect deviations and anomalies indicative of potential 
security threats or abnormal behaviour.

The objective of this all-encompassing strategy is to preserve the 
availability, confidentiality and integrity of the 5G network slicing 
architecture while successfully tackling the constantly changing 
security threats [19].

7.  Formulation of Problem and Solution
We represent the 5G core infrastructure as a weighted 

undirected graph, G1 = (V1,E1) where V1 represents physical nodes and 
E1 represents physical links. Each node has distinct security levels, 
security requirements and initial computational capacity. Similarly, 
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each link has initial and available bandwidth. A slice request is mod-
elled as SRM = (GS,tam,tlm) where tam and tlm represent the slice’s arrival 
time and lifetime, respectively, and GS denotes the slice’s topology. 
The slice nodes must meet specific computational capacity require-
ments, adhere to security levels and ensure overall service reliabil-
ity. The slice topology, GS, is a weighted undirected graph Gs = (Vs,Es), 
where each slice link represents bandwidth requirements for the 
slice.

The optimisation objective is to minimise the slice provisioning 
cost while maximising the revenue-to-cost ratio. The Integer Linear 
Programming (ILP) model involves decision variables: Xki, indicat-
ing the provisioning of slice node Vsk on a physical node VIi, and 
Ykl,ij, indicating the mapping of slice link ESkl to physical link EIij. The 
model incorporates various resource and security constraints to 
ensure the provisioned slice meets both performance and security 
requirements.

Proposed Solutions:

i.	 Access Control and Authentication:
•	 Access to resources is strictly controlled by the ILP model’s 

decision variables Xki, ensuring that only authorised entities 
can access designated network slices.

•	 Authentication processes are modelled to verify the identity of 
entities, with constraints sr(vs ) and sr(vIi) introduced to satisfy 
security requirements for slice nodes on physical nodes.

ii.	 Intrusion Detection:
•	 Intrusion detection mechanisms are integrated into the ILP 

model using a constraint (Equation 6) that ensures balance in 
slice link directionality. This helps detect anomalous activities 
indicative of potential intrusions or attacks.

iii.	Network Isolation:
•	 Network isolation is critical for preventing unauthorised access 

and data leakage between slices. Constraints (Equations 4 and 
5) ensure that the security levels of provisioned slice nodes 
are aligned with the security requirements of corresponding 
physical nodes, thereby achieving effective isolation.

iv.	 Secure Key Management (SKM):
•	 Secure key management is essential for maintaining con-

fidentiality and integrity in the network. This process 
includes secure key distribution mechanisms and encryption 
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techniques, such as homomorphic encryption, to guard 
against threats like Man-in-the-Middle attacks. The ILP model 
will integrate these aspects to ensure robust key management 
across slices.

v.	 Deep Packet Inspection (DPI):
•	 Deep packet inspection enhances security by inspecting and 

filtering packets based on their content. Although not explic-
itly represented in the ILP model, DPI mechanisms can be 
integrated into the network infrastructure to further safe-
guard data integrity and detect malicious traffic. It adds a crit-
ical layer of security to the overall architecture.

ALGORITHM

To ensure the security and integrity of communications in 5G net-
work slicing, secure key management plays a vital role. The following 
algorithm aims to strengthen secure key management, addressing 
potential attacks such as Man-in-the-Middle (MitM), Denial of Service 
(DoS), Resource Exhaustion, Cross-Slice, Slice Function Spoofing and 
Inter-Intra Slice Attacks. The steps outline methods to ensure robust 
protection for critical assets within the network.

Step 1: Access Control and Authentication
Objective: Ensure that sensitive resources are only accessible to autho-
rised entities.

a)	 Access Control Policies: Implement role-based access control 
(RBAC) to enforce stringent access restrictions for critical man-
agement systems and repositories. The policies should define 
precise permissions for each role within the system, based on 
the principle of least privilege.

b)	 Authentication Mechanisms: Use multi-factor authentication 
(MFA) for administrators and critical network entities. Digital cer-
tificates should be leveraged to facilitate mutual authentication 
between key management entities and network nodes, ensuring 
that only legitimate entities communicate with each other.

Step 2: Network Isolation
Objective: Isolate critical management functions from potential attacks, 
limiting the impact of security breaches.

a)	 Virtualisation of Resources: Apply virtualised components, 
leveraging SDN and NFV, to improve isolation between differ-
ent slices. This setup allows for dynamic isolation in response 
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to detected anomalies or security threats, ensuring that critical 
functions remain protected.

b)	 Network Slice Segmentation: Use network slicing to separate 
critical management traffic from other network slices. SDN-
based mechanisms can be employed to create isolated commu-
nication channels for essential key exchanges and management 
tasks. This limits the potential for cross-slice security threats.

Step 3: Secure Key Generation and Distribution
Objective: Safely generate and distribute cryptographic keys while con-
sidering resource constraints.

a)	 Key Generation: Use cryptographically secure random num-
ber generators to produce keys. Algorithms like Diffie-Hellman 
should be employed for secure key exchange, ensuring that key 
generation and distribution are resistant to interception.

b)	 Key Distribution Policies: Develop key distribution strategies 
tailored to the specific needs of each slice, considering both per-
formance and security requirements. Secure communication 
channels and protocols, such as Transport Layer Security (TLS) 
or IPsec, should be used to prevent unauthorised access during 
key exchange.

Step 4: Deep Packet Inspection (DPI)
Objective: Monitor network traffic for security threats and anomalies.

a)	 DPI Implementation: Deploy DPI mechanisms to inspect packet 
payloads for signs of malicious activities. DPI filters should be 
configured to detect attack patterns, including MitM attacks or 
abnormal traffic flows indicative of DoS attacks.

b)	 Anomaly and Signature Detection: Implement pattern matching 
to identify known attack signatures and deploy anomaly detection 
systems that can spot deviations from normal traffic patterns, 
such as unusual communication patterns between slices.

Step 5: Security Event Correlation
Objective: Correlate security events across slices to identify complex 
attack scenarios.

a)	 Correlation Rule Definition: Create rules to detect coordinated 
attacks that may span multiple slices. These rules should be 
based on known attack vectors and security policies specific to 
the 5G environment.

b)	 Correlation Engine: Develop a central engine to process 
security event data, utilising machine learning algorithms to 
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dynamically adapt correlation rules in response to new and 
evolving threats. This engine would enhance the detection of 
complex attack scenarios and reduce false positives.

Step 6: Response Mechanisms
Objective: Implement automated actions to mitigate the effects of 
detected security threats.

a)	 Response Action Definition: Define specific actions to be taken 
in response to various attack types. These actions could include 
isolating affected slices, blocking malicious traffic or alerting 
network administrators.

b)	 Automated Incident Response: Use orchestration systems 
to automate incident response, ensuring that slice configura-
tions are adjusted in real-time to mitigate the impact of security 
threats. Automated systems should integrate with the network 
management infrastructure to dynamically modify network 
parameters based on threat severity.

Step 7: Continuous Monitoring and Improvement
Objective: Continuously monitor and adapt key management strategies 
based on emerging threats.

Regular monitoring of key management policies is essential to 
adapt to new attack strategies and evolving network conditions. 
Continuous adaptation ensures that the network remains resilient 
to advanced threats, maintaining the confidentiality and integrity of 
the communication infrastructure.

8.  Mathematical Equation
The SKM framework proposed in this chapter leverages the 

ElGamal cryptosystem combined with SSS and homomorphic encryp-
tion to enhance the security of 5G network slices. The methodology 
ensures confidentiality, integrity and availability of data by prevent-
ing threats such as DoS, MitM attacks and Cross-Slice attacks [18].

8.1.  Key Generation Using Shamir’s Secret Sharing
The Key Distribution Centre (KDC) generates a private key 

using a t-degree polynomial as follows:
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where:
d = Private key generated by the KDC is the private key
rj = Random coefficients selected by the KDC
t = Degree of the polynomial controlling reconstruction
i = Unique identifier for each device receiving a key share

Each device receives a share di = f(i). To reconstruct the private key 
d, at least t +1 shares are required.

Homomorphic Encryption for Secure Data Release

To ensure privacy during data release, a dual encryption approach 
is used:

1.	 Symmetric Encryption: The encoded data D is encrypted using 
an interval key k:

	 Ck = Ek(D)	 (2)

2.	 Asymmetric Encryption: The interval key is then encrypted using 
the ElGamal cryptosystem:

	 Ck  = (gr,k ∙ hr )	 (3)

	 where:
	 Ck  = Ciphertext of the interval key
	 g = Generator of the cyclic group
	 h = Public key component
	 r = Random exponent

Key Decryption and Collaboration for Attack Mitigation

Step 1: Partial Decryption by Cooperative Devices
Each cooperative device decrypts Ck using its private share and 
sends the result to the Trusted Third-Party Management Application 
(TPMA):

	 Di = f(i)	 (4)

Step 2: Lagrange Interpolation for Key Derivation
To reconstruct the private key [27], cooperating devices send their 
encrypted shares to a TPMA. The TPMA uses Lagrange interpola-
tion to reconstruct the interval key:
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j j
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where:
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where:
φi = Lagrange coefficient for device i
P = Set of participating devices sharing the private key

The private key can be reconstructed using the shares and coeffi-
cients as:

	 D(cφ1,cφ2,….,c(φt+1),c2) = k

where:
D = Decryption function
cφ1,cφ2,….,c(φt+1) = Encrypted shares contributed by devices
c2 = Encrypted secondary key used for enhanced security
k = Interval key recovered after decryption

B. Threat Mitigation Strategies

(A)	 Denial of Service Attacks:
•	 Constraint: If a device fails, the scheme requires shares for 

reconstruction.
•	 Objective: Ensure the availability of the private key.

(B)	 Network Slice Isolation Breach:
•	 Constraint: The key must be unreconstructedly unless a 

threshold of devices collaborate.
•	 Objective: Prevent unauthorised access across slices.

(C)	 Man-in-the-Middle Attacks:
•	 Constraint: The encryption scheme must resist key exposure 

during transmission.
•	 Objective: Ensure the secrecy during resource exchange 

between the slices. 
(D)	 Cross-Slice Attacks:

•	 Constraint: No single device should have the complete pri-
vate key.

•	 Objective: Limit the propagation of an attack across slices.

C. Optimisation Problem Formulation

The SKM model aims to minimise the risk of key compromise while 
ensuring efficient key management across multiple slices [4].  
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The objective is to minimise the risk of inter-slice and intra-slice 
attacks while maintaining data confidentiality and efficiency:

	 min F = α1 ∙ Compromise Risk(d) + α2 ∙ Key Distribution Delay(k)

Subject to the constraints:

	
sec

 0

   
t

j
j

r v T
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⋅ ≥∑
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n

j i
i

c kϕϕ
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⋅ =∑

where:
F = Objective function representing the total security risk and delay
α1, α2 = Weighting factors for risk and delay trade-off
​Tsec = Minimum required security threshold

8.1.  Performance Metrics
1.	 Threat Mitigation Strategies

(A)	 Network Slice Isolation:
•	 Metric: Resource Allocation Efficiency (RAE)
•	 Formula:
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	 Metric: Isolation Level (IL)
	 Description: Evaluate the degree of isolation between 

slices S1 and S2

(B)	 Security Event Correlation:
•	 Metric: Correlation Accuracy (CA)
•	 Formula:

	
  A BCA

A B
∩

=
∪

False Positive Rate (FPR): Rate of incorrect threat detections
False Negative Rate (FNR): Rate of missed threats
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(C)	 Attack Detection:
•	 Detection Rate (DR): Ability to detect potential attacks
•	 False Alarm Rate (FAR): Rate of non-attacks detected as 

attacks

	
   XZ µ

σ
−

=
	

where:
X = Observed value
μ = Mean
σ = Standard deviation

2.	 For Inter-Slice Attack Mitigation:
	 Secure Key Generation and Reconstruction: using equation (1).
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	 Average Probability:
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3.	 For Slice Provisioning:
	 Slice Acceptance Ratio (AR):
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	 Provisioning Revenue-to-Cost Ratio (RC):
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4.	 Optimisation Problem Formulation for Secure Key 
Management:

	 The SKM model aims to minimise the risk of key compromise 
while ensuring efficient key management across multiple slices. 
The objective function can be defined as:

	 min Fα1 ∙ Pcompromise + α2 ∙ Tdecryption

	 where:
	 Pcompromise​ = Probability of key exposure
​	 Tdecryption = Decryption delay
​	 α1, α2 = Weighting factors

	 Constraints:
	 Threshold Condition:

	 0

   
t

j
j sec

j

r i T
=

⋅ ≥∑

	 Non-Compromised Share Condition:

	 1

   
n

j i
i

c kϕϕ
=

⋅ =∑
	 Decryption Time Limit:

	 Tdecryption ≤ Tmax

This chapter presented a SKM framework integrating SSS, ElGamal 
encryption, and Lagrange interpolation for 5G network slicing secu-
rity [6]. The mathematical equations detailed the entire process 
from key generation to collaborative decryption and threat mitiga-
tion. Additionally, performance metrics for slice provisioning and 
attack detection were described to evaluate the system’s efficiency 
and resilience against cross-slice threats.

This comprehensive framework ensures minimal risk of key compro-
mise while optimising network performance, making it highly suit-
able for secure key management in 5G network slicing environments.

9.  Results, Discussion and Future Directions
As 5G technology continues to evolve, the need for robust 

security mechanisms in network slicing remains critical. Figure 8 
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depicts authentication response times under different isolation lev-
els, illustrating the impact of slice isolation on network performance. 
This chapter provides a detailed analysis of attack vectors and mit-
igation techniques with experimental results and future research 
directions for enhancing security in dynamic 5G environments.

1.	 Denial of Service (DoS) Attacks
	 DoS attacks can severely impact network resources by over-

whelming traffic loads. Effective mitigation strategies tested 
include traffic filtering, rate limiting, anomaly detection, con-
tent delivery networks (CDNs), cloud-based security solutions 
and ingress filtering. The implementation of these strategies 
showed measurable improvements in traffic stability and resil-
ience during simulation tests [37]. Future considerations involve 
integrating machine learning and AI-driven anomaly detection 
models, proactive measures for zero-day vulnerabilities, and 
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blockchain-based security solutions for decentralised control 
and enhanced network resilience.

2.	 Man-in-the-Middle (MitM) Attacks
	 MitM threats were addressed using a Secure Private Network 

Slice (SPNS) with end-to-end encryption, Diffie-Hellman key 
exchange and robust authentication mechanisms. Simulations 
confirmed enhanced confidentiality and minimal data tamper-
ing. Future enhancements will focus on advanced cryptographic 
protocols, including post-quantum encryption and the use of 
AI for proactive threat detection. Additional efforts will explore 
protocol optimisation for enhanced scalability and efficiency.

3.	 Inter-Intra Slice Attacks
	 A SKM technique was developed and tested to mitigate inter-intra 

slice attacks by improving network isolation. The proposed SPNS 
incorporates end-to-end encryption, anonymous authentication 
and event correlation mechanisms [23], effectively reducing cross-
slice vulnerabilities. Experimental results demonstrated improved 
slice acceptance ratios and reduced latency during dynamic topol-
ogy changes. The effectiveness was further validated by stress 
testing under varying traffic loads and simulated attacks.

4.	 Cross-Slice Attacks
	 Cross-slice attacks, targeting multiple slices simultaneously, 

were mitigated through reinforced isolation mechanisms, strict 
access controls and regular security audits. Implementing net-
work segmentation further minimised the lateral movement of 
threats. SPNS was observed to maintain slice integrity during 
multiple attack simulations, proving the effectiveness of the 
proposed approach in ensuring confidentiality and minimising 
data exposure.

Comparative Analysis of Attack Types and Mitigation Strategies:

•	 Nature of Attacks: DoS attacks disrupt network resources, MitM 
attacks compromise communication channels, and cross-slice 
attacks impact multiple slices simultaneously.

•	 Mitigation Techniques: DoS defences included traffic filtering 
and anomaly detection, while MitM threats were addressed 
using encryption and key exchange protocols. Cross-slice attacks 
required strict access control and network segmentation [22].

•	 Focus on Isolation: Isolation breaches were found to target slice 
boundaries specifically, while DoS and MitM attacks targeted 
communication channels and resource consumption.
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9.1.  Research Directions
1.	 Implementation and Behavioural Analysis: Future research 

should focus on practical implementations of the proposed SKM 
technique under diverse network conditions. Evaluation across 
varying latency and traffic loads will provide deeper insights into 
its reliability and performance.

2.	 Dynamic Adaptation: Investigations should explore mecha-
nisms for the SKM framework to dynamically adjust based on 
changing network conditions and threat landscapes. This adapt-
ability will be essential for its practical application in large-scale, 
dynamic 5G environments.

3.	 Integration with Emerging Technologies: Exploring the integra-
tion of SKM with blockchain technology and AI-driven threat 
detection could enhance its security resilience. Blockchain can 
offer decentralised control [1], while AI could improve real-time 
threat analysis and mitigation.

4.	 Standardisation and Industry Adoption: Standardising the SKM 
framework and promoting its industry adoption would establish 
it as a benchmark for secure network slicing in 5G environments.

9.2.  Results
The experimental results presented in this section focus 

on the performance of the VIKOR-CNSP algorithm and SKM tech-
nique in mitigating intra-slice and inter-slice attacks within a net-
work slicing architecture [15]. The simulations were conducted 
using the testbed described in the methodology section, employing 
Mininet for network emulation and Ryu controllers for slice man-
agement. Performance was assessed based on security resilience, 
slice acceptance ratio and computational efficiency.

Mathematical Foundations and Equations Used: The VIKOR-
CNSP algorithm is mathematically modelled to optimise the selec-
tion of communication paths while considering multiple conflicting 
criteria. The VIKOR methodology involves the calculation of a com-
promise solution through the following steps:

1.	 Normalisation of Decision Matrix:
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3.	 Calculation of the Compromise Measure:
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− −
= + −

− −

where:
​wj denotes the weight of the j-th criterion
v is the weight of decision-making strategy
S* and R* are the ideal solutions for sum and maximum regret 
values

Secure Key Management (SKM) Technique Evaluation: The SKM 
technique, based on Shamir’s Secret Sharing, was tested for its 
computational efficiency using polynomial interpolation. The poly-
nomial construction is expressed as:

	 f(x)  = a0 + a1x + a2x2 + ⋯ + ak–1xk–1

The key was split into multiple shares, and reconstruction was possi-
ble with a minimum threshold, ensuring robust security. The encryp-
tion complexity was evaluated using Big-O notation, with results 
indicating O(n2) for key generation and O(nlogn) for share verification. 

Experimental Setup and Performance Metrics: Experiments were 
conducted using the newtor.py script and the Mininet topology 
detailed earlier, featuring multiple slices controlled by separate Ryu 
applications (slice1.py, slice2.py, slice3.py). Performance 
metrics included: Slice Acceptance Ratio (SAR), Computational 
Overhead and Security Resilience.

Performance Results and Figure Analysis (Figure 9): Figure 9 
visually compares the performance of various security techniques 
under attack vectors, including DoS, MitM and NS Breach. Key 
observations include:

VIKOR-CNSP Performance: Outperformed baseline algorithms by 
5.92%, 20.78% and 70.54% under stable network conditions due to 
its dynamic path selection and multi-criteria evaluation.

SKM Technique: Maintained a high slice acceptance ratio above 
85% across all scenarios, with reduced computational overhead [15].

Security Resilience: The combination of VIKOR-CNSP and SKM 
improved the network’s defence against intra-slice attacks by 18% 
compared to conventional techniques.
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Recommendations: The experimental results confirm the effec-
tiveness of the VIKOR-CNSP algorithm and SKM technique in ensur-
ing security and efficiency in network slicing environments. Further 
studies should focus on real-world 5G deployments and compara-
tive analysis with additional state-of-the-art algorithms to validate 
these findings further.

Table 3 presents a structured summary of various attack types in 
5G network slicing along with their corresponding mitigation tech-
niques and mathematical formulations. It highlights how security 
mechanisms like secure key generation, homomorphic encryption 
and resource allocation strategies aim to reduce vulnerabilities 
such as DoS, MitM and cross-slice attacks. The equations provided 
support the theoretical foundation of the proposed security model 
and are integral to validating the effectiveness of the mitigation 
strategies discussed throughout the paper

10.  Conclusions
In summary, this study demonstrates that implement-

ing secure key management techniques, particularly Shamir’s 
Secret Sharing, significantly mitigates the impact of intra-slice and 
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Table 3. Equation(s) for each attacks.

Attack Type Mitigation Technique Mathematical Equation or Operation

Denial of Service (DoS) Secure Key Generation and Distribution 1
 ( 1)(1 )( ( 1)),
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i t
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Network Slice Isolation Network Slice Isolation Resource Allocation, Isolation Level Evaluation

Breach Homomorphic Encryption ES(M,k) = c,EA(e,k) = (c1,c2),c) = k

Man-in-the-Middle (MitM) Homomorphic Encryption ES(M,K) = c,EA(e,k) = (c1, c2), DA(c1,d1) = c1ik

Resource Exhaustion Key Distribution Mechanism Resource Allocation, Key Distribution

Function Spoofing Slice Key Function Spoofing Key Pair Generation, Data Encoding, Key 
Distribution, Homomorphic Encryption

Cross-Slice Attacks Inter-Slice Isolation ∀k ∈ Np,∀i ∈ Nv: = 1, d =1

Inter-Intra Slice Attacks Secure Key Generation, Homomorphic 
Encryption, Isolation

PSuccess, Pavg Symmetric and Asymmetric 
Encryption, Lagrange Interpolation

inter-slice attacks in 5G network slicing. The proposed approach 
enhances network security by ensuring effective slice isolation 
and minimising threats such as DDoS, Man-in-the-Middle (MitM) 
and slice-initiated attacks. Experimental validation, conducted 
using a hybrid of simulated testbeds and practical setups, showed 
a marked reduction in slice compromise rates, reduced round-trip 
time and optimised resource utilisation. The VIKOR-CNSP algo-
rithm, central to this research, further strengthens slice security by 
dynamically selecting optimal network paths based on multi-cri-
teria decision-making, balancing throughput, latency and attack 
resistance. Results demonstrated superior slice acceptance ratios 
compared to baseline models, with improvements of up to 70.54% 
in network resilience metrics. This emphasises the importance 
of adaptive resource allocation for enhanced network defence. 
Moreover, the research highlights the necessity of real-world valida-
tions, as theoretical models alone do not fully capture the complex-
ity of 5G threats. The empirical results reinforce the effectiveness of 
the proposed key management and slice isolation techniques but 
also indicate the need for expanded field testing in live 5G environ-
ments. Future work should explore dynamic slice reconfiguration, 
AI/ML-based security enhancements, and blockchain integration to 
further strengthen the security posture of network slicing architec-
tures. This research lays a foundational framework for improving 
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network slicing security, balancing protection, performance and 
resource efficiency.
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Abstract
The Russian Doppelganger campaign was a flop. It tried 

targeting European governments and institutions with fake news 
and cloned websites, but their measurable impact on real users — 
views, likes, or shares — was near zero [1]. However, as a part of 
continuous efforts to influence Western media, this campaign does 
contribute to changing the online discourse and normalising hate 
speech. The potential for harm from such attacks has proven to be 
even more extreme. Such threats require international efforts to 
identify and counter such campaigns effectively.

In this article, we consider the use of artificial intelligence (AI) in 
disinformation detection. The recent explosion of AI performance 
and popularity is a double-edged sword. On the one hand, AI 
makes generating fake news faster. On the other hand, it helps 
fight back; in fact, nowadays leveraging AI-driven techniques – 
such as Natural Language Processing (NLP), multimedia analysis, 
and network analysis – is crucial in the fight against fake news.

Our discussion is based on the DISARM Framework, a disinformation-
focused counterpart to the MITRE ATT&CK® framework, designed to 
standardise disinformation-related terminology and analytical meth-
ods [2]. We focus particularly on a key tactic of disinformation that 
relies on overwhelming the target, apparent in many social engi-
neering plots. Be it news or messages, the 21st century is overfilled 
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with content, forcing people into constant stress, weakening their 
decision-making, and increasing their susceptibility to manipula-
tion. We discuss the practical overview of disinformation detection. 
In this discussion, we include uncertainty quantification (UQ) as a 
groundbreaking tool to counteract this challenge (a solution intro-
duced by Julia Puczyńska, Youcef Djenouri, Tomasz Pawel Michalak 
and Piotr Sankowski in ‘Knowledge Base Monte Carlo for Uncertainty 
Quantification in Fake News Detection’, mimeo, IDEAS NCBR, 2024). 
UQ enhances reliability, explainability, and adaptability in disinforma-
tion detection systems, as it enables estimation of model confidence.

Our framework demonstrates the potential of AI-driven systems 
to counteract disinformation through multimodal analysis and 
cross-platform collaboration while maintaining transparency and 
ethical integrity. We underscore the urgency of integrating UQ into 
fake news detection methodologies to address the rapid evolution 
of disinformation campaigns. The paper concludes by outlining 
future directions for developing scalable, transparent, and resilient 
systems to safeguard information integrity and societal trust in an 
increasingly digital age.

Keywords
disinformation, fake news, artificial intelligence, uncertainty 
quantification, social media

1.  Introduction

Disinformation became a very popular topic after the 
2016 US presidential election and again after Russia’s 

2022 invasion of Ukraine, and now artificial intelligence (AI)-
powered technologies are raising the stakes even further. They’re 
powering sophisticated disinformation campaigns, through, for 
example, Natural Language Processing (NLP) and generative AI 
models that help spread falsehoods at lightning speed [3].

Ironically, these same technologies provide innovative solutions to 
identify, analyse, and counteract disinformation. However, there’s a 
gap between the tools researchers write about in their papers and 
the ones that actually get used. People on the frontlines of com-
bating disinformation often do not know whether these solutions 
exist, cannot apply them, or cannot afford to integrate them into 
their work. This is why we believe it is time to bridge this gap. In 
this paper, we dig into how AI both enables and combats disinfor-
mation. We are using the ‘Doppelganger’ campaign as a base for a 
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case study, an example for the challenge, and a reminder of what’s 
at stake.

We emphasise the need for a comprehensive approach to disin-
formation detection that combines technological innovation and 
ethical responsibility. This should include accessible and explain-
able AI-powered, uncertainty quantification (UQ)-based, robust 
fact-checking systems. We argue that the same technological 
advances fueling disinformation can and must be harnessed to 
safeguard the truth and rebuild societal trust.

1.1.  Doppelganger Campaign
‘Olaf Scholz has betrayed the German economy’ says a 

bold headline, ‘European Union will manage without Poland’ – 
says another headline on the Polish Radio’s site. Or do they? The 
Doppelganger campaign got its name for impersonating trusted 
media sources and spreading such disinformation. It is attributed 
to Russian influence operations and has been actively spreading 
propaganda in the United States, Germany, and Ukraine [1]. As of 
today (December 2024), the researchers from Recorded Future’s 
Insikt Group are tracking over 2000 fake social media (SM) accounts 
associated with this campaign, which relies on impersonating news 
outlets and creating fake websites to disseminate false narratives. 
Key tactics include undermining Ukraine’s political stability, mili-
tary strength, and international alliances; promoting narratives of 
Germany’s domestic decline; and exploiting the US political and 
social divisions ahead of the 2024 election. Notably, some content is 
likely generated using AI, reflecting an evolving approach to bypass 
detection and establish long-term influence networks.

The campaign has been linked to Russian companies Structura 
National Technologies and Social Design Agency, both sanctioned 
by the European Union (EU) and the United States for their involve-
ment. These operations highlight the Kremlin’s strategic use of dis-
information in its broader information warfare, leveraging AI tools 
to scale propaganda efforts.

The campaign’s attack flow, as illustrated in Figure 2, is focused on 
a singular goal, which is spreading content. These undertaken steps 
made it very persistent, despite the continuous efforts to mitigate 
its spread. However, as mentioned above, the campaign’s reach 
is negligible compared to the resources it requires. It would seem 
that the sole purpose of these actions is the content’s generation 
and not its appeal or its reach.
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Figure 1. Timeline of reports regarding the Doppelganger (DG) campaign and the linked sub-campaigns.

Figure 2. Doppelganger campaign-related threat actors.
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Figure 3. The campaign’s attack flow – technical aspects.
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Figure 4. The campaign’s attack flow – narrative aspects. The campaign lacked measures to adjust and read just 
content to the target audiences. While it is difficult to assess the true extent of threat actors’ efforts to analyse and 
construct their messages, the reality still is that they were not well fitted to their audience.
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1.2.  Contributions
The objective of this paper is to widen the perspective on 

disinformation. Our contributions are as follows:

•	 We apply the DISARM Framework to the Doppelganger campaign 
analysis. This helps with cementing the framework’s role in disin-
formation-related research.

•	 We discuss a practical, AI-based approach to current problems in 
disinformation detection.

•	 We highlight the role of UQ in disinformation detection as a 
solution to the problem of strained content moderation and 
fact-checking apparatus.

2.  Background
Disinformation refers to deliberately false or misleading 

information created and shared with the intent to deceive or manip-
ulate public opinion [4]. Unlike misinformation, which involves 
spreading incorrect or misleading information without malicious 
intent, disinformation is intentionally crafted to cause harm, con-
fusion, or disruption. Fake news, a term frequently used in the con-
text of SM, is a specific type of disinformation. It involves fabricated 
stories or media designed to resemble legitimate news, intending 
to deceive readers [5]. While fake news is always based on a lie, it 
often serves as a vehicle for spreading either disinformation or mis-
information. The primary distinction between these terms lies in 
the intent and factuality, with disinformation being intentional and 
fake news always rooted in fabrication.

Recognition of these differences is crucial for developing effective 
strategies to combat harmful content and introduce appropriate 
consequences for its spread. Specifically, in our understanding 
unaware users share disinformation without intent to deceive, 
that is not misinformation, because the content itself is being 
crafted and originally shared in order to manipulate the recipient. 
Therefore, while simply detecting harmful and misleading content 
usually does not include detection of intention (which is difficult to 
establish), we choose to keep this definition in order to retain the 
induced accountability for both its creation and spread.

2.1.  Artificial Intelligence
Artificial Intelligence is a branch of computer science 

that aims to develop systems capable of performing tasks that 
typically require human intelligence, such as learning, reasoning, 
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problem-solving, and perception [6]. In the realm of disinformation, 
AI plays a dual role. On the one hand, it is used to create mislead-
ing content, such as deepfakes [7] and, on the other, it is utilised 
to combat disinformation through various detection and verifica-
tion systems [8]. AI technologies, particularly NLP [9] and Large 
Language Models (LLMs) [10], are instrumental in both creation 
and identification of false narratives. NLP, a subfield of AI, focuses 
on enabling machines to understand, interpret, and generate 
human language. It plays a critical role in disinformation detection, 
as it can analyse patterns in online conversations, identify manipu-
lated text, and track emerging trends. For instance, sentiment anal-
ysis techniques in NLP can identify manipulative language, often 
present in disinformation, by classifying text as having a positive, 
negative, or neutral sentiment [11].

The sentiment score can be as simple as a mean average of senti-
ment value associated with each word in a piece of text; that is, it 
can be calculated using a simple formula:

	 1
( )

,
N

ii
score w

S
N

==
∑ 	 (1)

where wi represents individual words in the text, and score(wi) is the 
sentiment score for each word, which is typically drawn from a pre-
defined lexicon. The value of N is the number of words in the document.

2.2.  Large Language Models
Large Language Models, such as Open AI’s GPT models 

and Google’s Bard, are trained on vast datasets to generate and 
understand text. These models contribute to the creation of sophis-
ticated fake narratives by bots and are also used to counter disinfor-
mation by performing advanced text analysis, summarisation, and 
verification tasks. LLMs rely on neural networks that process vast 
amounts of textual data and learn the underlying patterns of lan-
guage. For example, GPT models [12, 13] use transformer architec-
ture, and the model’s responses are based on both input and a set 
of parameters, which are defined during training. The transformer 
model uses self-attention mechanisms to weigh the importance of 
each word relative to others, enabling it to capture syntactic and 
semantic relationships in language and to generate a coherent text.

This process can be represented using the following transformation:

	 y = f(X, θ),	 (2)
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where X is the input sequence (text data), θ represents the model’s 
parameters, and y is the predicted output (e.g., the next word in the 
sequence).

2.3.  Uncertainty Quantification
It is a mathematical framework designed to assess the 

uncertainty inherent in model predictions [14]. By identifying areas 
where predictions are uncertain, UQ provides confidence levels for 
specific outcomes, allowing for more informed decision-making. In 
the context of AI systems used for disinformation detection, UQ can 
help improve the robustness of models by quantifying their reliabil-
ity. Simply put, where a model can classify content as disinforma-
tion or not, UQ returns the certainty of such classification, so how 
sure we are that this response is accurate.

Statistical inference based on a single data point, for example, 
an article, requires artificial multiplication of data. The article can 
then be assessed as false with a 70% confidence – because in 70% 
of these multiplied cases the article has been deemed false. One 
common approach in UQ is the use of Bayesian methods [15], 
which infer distributions over model parameters. This allows for a 
more probabilistic interpretation of model predictions, rather than 
providing deterministic outputs. For instance, if we have a model 
that predicts the likelihood ŷ of a claim being false, the Bayesian 
approach provides a distribution over the prediction:

	 ˆ ˆ( | ) ( | , ) ( | )p y x p y X p X d= θ θ θ∫ ,	 (3)

where θ represents the model parameters, and p(θ|X) represents 
the updated probability distribution of the model’s parameters after 
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Figure 5. Monte Carlo Dropout.
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incorporating the observed data X. This distribution represents the 
uncertainty in the model’s predictions, allowing us to quantify how 
confident the model is about its conclusions.

A practical example of UQ in disinformation detection can be found 
in Monte Carlo Dropout [16], a method that estimates the uncer-
tainty by applying dropout during inference. Dropout is a technique 
typically used during training to prevent over fitting, where certain 
neurons in the neural network are randomly ‘dropped’ or ignored 
during each forward pass. To quantify uncertainty, Monte Carlo 
Dropout keeps the dropout layers active during inference. The final 
prediction ŷ is made by averaging multiple forward passes, each 
with different random neurons omitted, producing a distribution of 
predictions:

	
1

1ˆ ( , ),
N

i
i

y f X
N

=

= θ∑ 	 (4)

where θi are the parameters of the model after each forward pass 
with different dropout configurations, and N is the number of for-
ward passes. The variance across these predictions provides an 
estimate of the model’s uncertainty.

Another method used in UQ is Deep Ensembles [17], where multi-
ple models are trained on the same dataset and their predictions 
are aggregated to estimate uncertainty. This approach captures the 
range of possible outcomes by training different models, each with 
slightly varied parameters, and combining their predictions. The 
uncertainty can then be calculated as the variance between the pre-
dictions of ensemble models:

	
1

1ˆ ˆ ˆ( ) ,
M

j avg
j

U y y y
M

=

= −∑ 	 (5)

where ŷ j is the prediction from the j-th model in the ensemble, ŷavg 
is the average prediction across all models, and M is the number of 
models in the ensemble.

3.  Practice
As mentioned, there is a disparity between the current 

state-of-the-art solutions in theoretical works and the solutions 
actually employed by some of those that take on the responsibility 
to fact check viral news. Therefore, we decided to describe in detail 
the reality of fact-checking.
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3.1.  Sources of Disinformation
Disinformation is similar to scams: both are based on 

influencing people and exploiting their vulnerability at the moment 
of contact with manipulative content. The endgoals may differ, but 
plenty of methods stay the same: overwhelming, inspiring fear, and 
impersonating trusted figures and sources. The spread of disinfor-
mation is incredibly complicated because it includes different social 
media platforms, TV, newspapers both online and offline, adver-
tisements, and simply word-of-mouth [2]. Depending on the demo-
graphics, different sources matter more and less, but social media 
is increasingly significant.

One of the reasons for social media’s popularity amongst security 
researchers is that regulations cannot keep up with the underly-
ing technology. While the literature might already exist for plenty 
of possible threats related to social media, the public is often not 
informed and equipped well enough to recognise and appropri-
ately react to them. It is worth noting that plenty of people base 
their knowledge about current events on social media. Polish IBIMS 
(Instytut Badań Internetu i Mediów Społecznościowych) and IBRIS 
report investigated the percentage of users who draw information 
from the Internet but differentiated between online news outlets 
(60% of respondents) and social media (38.8%) [18]. However, it is 
worth noting that users often access articles through links to news 
outlets on social media. Therefore, they are still subjected to, for 
example, biased selection of content by the social media algo-
rithms. Interestingly, the Doppelganger campaign’s fake news 
websites, which posed as trusted news outlets, could only be 
accessed through links in sponsored content posted on Facebook 
and X (formerly Twitter).

3.2.  Fact-Checking
Efforts to combat disinformation involve a combination 

of strategies from governments, non-governmental organisations 
(NGOs), and social media companies. Each entity approaches the 
problem from different angles, leveraging its unique capabilities 
and areas of influence.

3.3.  Government
Governments often focus on regulatory measures, pub-

lic awareness campaigns, and collaboration with organisations 
to mitigate the spread of disinformation. For example, the EU’s 
Digital Services Act (DSA) holds platforms accountable for harmful 
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content, including disinformation. Dedicated bodies to monitor 
and counteract disinformation include the US Cybersecurity and 
Infrastructure Security Agency (CISA, at https://www.cisa.gov/) or 
the European External Action Services East StratCom Task Force, 
which runs the EUvsDisinfo project – a database of articles and 
media considered to be disinformative (at https://euvsdisinfo.eu/). 
Such organisations create and implement their solutions, which 
have proven useful in France against the Doppelganger campaign. 
Their Service for Vigilance and Protection against Foreign Digital 
Interference (VIGINUM) agency, subject to Secretariat-General for 
National Defence and Security (fr. Secrétariat général de la défense et 
de la sécurité nationale, SGDSN), detected imitations of four French 
media outlets [19]. The organisation reported its findings on the 
RRN (rrussianews), an anonymous newsmedia organisation behind 
these fake websites. The RRN serves as a content repository for 
Doppelganger [1].

3.4.  Non-Governmental Organisations
Non-governmental organisations focus on research, edu-

cation, and advocacy to combat disinformation while supporting 
free speech and human rights. NGOs, like FactCheck.org, PolitiFact, 
and the International Fact-Checking Network (IFCN), identify and 
debunk disinformation and often partner with social media com-
panies to label or flag false content (https://www.poynter.org/
ifcn/) (Accessed: Nov. 18, 2024). This helps to create data sets for 
training disinformation detection systems [20]. Such organisations 
also develop programmes to improve critical thinking skills and 
media literacy among the public (https://geremek.pl/program/
cyfrowa-akademia-walki-z-dezinformacja/) (Accessed: Nov. 18, 
2024).

Input through NGOs is invaluable. Their impartial nature makes 
them the much-needed judges of the system’s efficacy and equity. 
However, that also means they are highly dependent on donations, 
which often lead to underfunding and understaffing. Government 
and corporate funding helps solve this problem. In turn, it largely 
affects the impartiality of these organisations.

3.5.  Social Media Companies
Social media platforms, as primary vectors for disinforma-

tion, focus on improving content moderation, transparency, and 
user awareness. Strategies include content moderation using AI and 
human moderators to detect and label or remove disinformation. 
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Platforms actively suspend fake or bot accounts spreading disin-
formation. In some cases, they remove coordinated inauthentic 
behaviour, as seen in campaigns linked to state-sponsored actors. 
Meta’s Ad Transparency Tool is an example of providing access to 
information about political ads and their funding. It is worth noting 
that plenty of their efforts are legally required, for example, the Ad 
Transparency Tool or counteracting the spread of disinformation 
and reporting the results of their efforts. Without the regulation, 
these platforms wouldn’t have the incentive to invest in countering 
the spread of disinformation; which became especially clear when 
Meta resigned from fact-checking programs in favor of an X-style 
‘community notes’.

4.  Challenges for Disinformation Detection 
Framework
Fact-checking faces numerous challenges in the digital 

age. These obstacles can be broadly categorised into technical, 
operational, and societal domains, each presenting unique com-
plexities that must be addressed for effective disinformation detec-
tion and mitigation.

4.1.  Technical challenges
Volume and velocity: The digital ecosystem generates daily 

an overwhelming volume of content, ranging from social media 
posts and news articles to multimedia content. The rapid pace at 
which disinformation spreads often outpaces fact-checking efforts. 
Viral misinformation can reach millions within hours, while correc-
tions, even when issued, struggle to achieve similar penetration. 
For example, during crises or high-profile events, false narratives 
dominate public discourse long before accurate information is dis-
seminated. This imbalance underscores the need for scalable, auto-
mated tools capable of processing and verifying large quantities of 
data in real time.

Lack of datasets: Available datasets for disinformation detection 
include: FakeNewsNet, LIAR, ISOT FakeNews Dataset and WEIBO. 
However, more datasets are needed: firstly, there is a need for 
diverse datasets, including platform-specific and language-spe-
cific data. Nuances and contexts present in different cultures, plat-
forms, and modalities are underrepresented. Existing datasets 
focus predominantly on text, leaving a gap in multimodal detec-
tion capabilities, and limiting the applicability and usefulness of 
fake news detection systems. Secondly, new topics and forms 
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of disinformation arise during global events (e.g., pandemics, 
elections, wars). Dynamic and up-to-date datasets are crucial to 
address evolving challenges. Since platforms like X, Instagram, and 
Facebook are not supported by any fact-checking programs, the 
access to data is limited even more.

Generative AI: Recent advancements in AI, particularly in genera-
tive technologies, have exacerbated the challenge. Tools like large 
language models and generative adversarial networks (GANs) are 
now capable of creating highly convincing fake content [21, 22, 23]. 
Deepfake videos can depict public figures engaging in fabricated 
acts, while AI-generated articles mimic credible news sources with 
alarming accuracy. The sophistication of such content makes it 
difficult for both humans and existing automated tools to discern 
authenticity, requiring the development of advanced detection 
algorithms tailored to generative outputs.

Multimodal disinformation: Disinformation campaigns increasingly 
utilise multimodal formats, blending text, images, and videos to 
enhance believability and engagement [24]. For instance, a false 
claim might be accompanied by a doctored image or a video with 
altered context, creating a layered narrative that appears credible. 
Detecting and analysing such multimodal disinformation demands 
cross-modal AI systems capable of correlating information across 
different formats – a complex and resource-intensive task.

4.2.  Operational Challenges
Cross-platform propagation: Disinformation effortlessly 

migrates across platforms, exploiting the lack of coordinated detec-
tion mechanisms between social media, messaging apps, and 
traditional news outlets. A false narrative might originate on one 
platform, such as a tweet, and subsequently be amplified on oth-
ers, including Facebook, Instagram, or WhatsApp. This fragmented 
ecosystem complicates detection efforts, as each platform employs 
varying policies, tools, and capabilities to address disinformation. 
Building interoperable solutions and fostering collaboration among 
platforms is critical but remains an unresolved challenge.

Language and cultural nuances: Disinformation often leverages spe-
cific linguistic and cultural contexts to increase its impact. A narrative 
tailored for one region may exploit local events, historical tensions, 
or societal biases, making it challenging to detect using generalised 
tools. Furthermore, many fact-checking systems and datasets are 
optimised for dominant languages like English, leaving significant 
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gaps in coverage for regional languages and dialects. Effective 
detection requires a nuanced understanding of cultural context and 
linguistic subtleties, necessitating localised datasets and AI models.

4.3.  Societal Challenges
Polarisation and bias: In politically polarised environments, fact-
checking is often perceived as an extension of one ideological view-
point, undermining its credibility. Disinformation campaigns exploit 
these divisions, framing corrections as biased attempts to suppress 
dissenting opinions. This skepticism is further fueled by bad actors 
who discredit fact-checkers and promote narratives of censorship.

Overcoming this challenge requires transparent methodologies, 
diverse fact-checking teams, and the inclusion of multiple perspec-
tives in verification processes to build public trust.

Trust deficits: A growing distrust in institutions, including media 
organisations and fact-checking bodies, significantly hampers efforts 
to combat disinformation. In many cases, people are more likely to 
trust information shared within their social or ideological circles than 
corrections issued by external entities. Addressing this trust defi-
cit involves not only improving the accuracy and transparency of 
fact-checking efforts but also engaging communities directly to fos-
ter grassroots awareness and resilience against disinformation.

To overcome these challenges, a multi-pronged approach is 
required. Technical advancements must prioritise scalability and 
multimodal capabilities. Operational strategies should empha-
sise cross-platform collaboration and localised solutions. On the 
societal front, rebuilding trust through transparency, community 
engagement, and education is imperative. These measures, when 
integrated into a cohesive framework, can enhance the effective-
ness of fact-checking efforts in the digital age.

5.  Methodology and Tool Set
The dynamic and multifaceted nature of disinformation 

necessitates a diverse arsenal of tools that automate and enhance 
the detection process. These tools leverage cutting-edge AI, statisti-
cal techniques, and domain-specific expertise to identify, verify, and 
counter disinformation [25]. They can be broadly categorised into 
text analysis tools, multimedia analysis tools, and network analy-
sis tools, each addressing specific challenges in the fact-checking 
landscape.
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Text tools analysis: NLP techniques are pivotal in identifying and 
countering textual disinformation by analysing the tone, intent, 
and content of the text. Sentiment analysis helps flag emotionally 
charged or manipulative language often used in disinformation, 
such as fear-mongering or sensationalism designed to provoke 
rapid sharing without scrutiny. Entity recognition, another criti-
cal NLP capability, extracts and categorises names, organisations, 
and locations within a text, enabling cross-referencing with trusted 
databases to spot inconsistencies or fabrications. Claim matching, 
meanwhile, identifies recurring patterns or exact matches of previ-
ously debunked statements, aiding in the rapid recognition of recy-
cled disinformation narratives. Beyond these, advanced language 
models like GPT, BERT, and T5 enhance the process by retrieving 
and cross-referencing documents from credible sources to verify 
claims [26]. Where simple sentiment analysis may fail, these mod-
els excel in understanding complex linguistic nuances, such as sar-
casm or context-dependent meanings, which are often employed 
in sophisticated disinformation. Furthermore, integrating such 
models into automated fact-checking pipelines, supported by struc-
tured datasets, accelerates the generation of fact-checking reports 
for emerging claims, providing a scalable and efficient approach to 
combating textual disinformation [27].

Multimedia tools analysis: The rise of multimedia disinformation has 
necessitated the development of specialised tools for analysing 
and detecting manipulated visual content, from altered images to 
synthetic videos [28]. Image forensics plays a crucial role by exam-
ining metadata – such as timestamps, geolocation, and camera 
settings – to uncover inconsistencies indicative of tampering [29]. 
Algorithms also detect visual artifacts like irregular pixel patterns, 
lighting mismatches, or compression anomalies, which often result 
from editing processes. Additionally, reverse image search tech-
niques allow cross-referencing of suspect visuals with existing data-
bases to identify duplicates or modifications. Similarly, video analysis 
tools tackle the challenges posed by deepfakes and splicedfootage. 
Biometric inconsistencies, such as unnatural blinking or misaligned 
facial expressions, are flagged using deepfake detection algorithms, 
including those that analyse generative model fingerprints imper-
ceptible to humans. Temporal analysis further aids detection by 
identifying irregularities in motion, lighting, or audio synchronisa-
tion, which often signal manipulation. Advanced scene reconstruc-
tion techniques complement these efforts by contextualising video 
content, enabling evaluators to determine whether depicted events 
genuinely align with the associated narrative. Together, these tools 
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form a comprehensive framework for combating multimedia-based 
disinformation.

Network tools analysis: Disinformation campaigns often leverage 
complex dissemination networks to amplify their reach and legit-
imacy, necessitating robust network analysis tools for effective 
detection and mitigation. Propagation mapping is a critical tech-
nique in this context, allowing researchers to track the evolution 
and spread of disinformation narratives across social platforms 
[30]. By identifying key actors, influential hashtags, and clusters 
responsible for amplifying false information, these tools enable 
targeted interventions. Algorithms that detect influential nodes 
within the network – individuals or groups with a disproportionate 
impact on disinformation dissemination – are particularly valuable 
in disrupting these campaigns. Temporal dynamic analysis further 
strengthens this approach by examining the timing and frequency 
of posts to identify patterns indicative of coordinated campaigns, 
such as those orchestrated by bot networks or state-sponsored 
entities.

Bot detection forms another essential component of network anal-
ysis, addressing the role of automated accounts in disseminating 
disinformation. The behavioural analysis identifies suspicious pat-
terns, such as excessive posting frequency, identical content shared 
across multiple accounts, or activity during improbable hours, all 
of which suggest automation. Network-specific features, including 
low engagement rates, clustering within particular communities, or 
repeated interactions with known disinformation agents, further 
assist in distinguishing bots from human users. Machine learning 
models trained on diverse datasets enhance this process, classi-
fying accounts based on multidimensional behavioural character-
istics. Together, these tools provide a comprehensive approach to 
mapping, analysing, and ultimately disrupting the networks that 
propagate disinformation.

Other tools: We believe that there is a need for reliable and accessi-
ble fact-checking tools that can be used by both specialists and gen-
eral public. These include web plug-ins, news apps, and dedicated 
SM profiles; all of these should focus on increasing the users’ ability 
to determine what is trustworthy. The ‘Ground News’ app, which 
aims to provide informative news headlines and insight into the 
bias of reported news, serves as a great example of what is wildly 
needed. Today’s users are overwhelmed with content. Anything 
that helps with limiting the quantity of content they receive, without 
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jeopardising its quantity and the users’ choice over what they can 
get access to, is of value.

6.  Vision for the Doppelganger
The Doppelganger campaign succeeds mainly in the sheer 

amount of content, created and/or generated by AI – what it lacks 
in likes, views, and shares, it makes up for in scale and persistence. 
While it may seem like a waste of resources, we think that the actual 
lesson that needs to be learned from it is that it would not take 
much for this campaign to be significantly more successful. Had 
these articles and their content caught on and spread among actual 
users, the mitigation couldn’t have been limited to the continuous 
blocking of websites and fake accounts. Once real users would 
have been involved, their accounts would often not be blocked just 
because they shared disinformative content and the content itself 
might not be blocked nor marked as untrue. Such infrastructure as 
the one created for the sake of the Doppelganger campaign would 
keep providing new articles and links for these users, overwhelm-
ing even more our already strained system.

6.1.  Uncertainty Quantification
Uncertainty quantification presents a transformative 

opportunity to enhance the robustness and reliability of fake news 
detection systems, particularly in the context of complex disin-
formation campaigns like Doppelganger. This campaign, which 
relied on cloned websites and targeted social media manipulation, 
demonstrates the challenges of distinguishing fabricated narra-
tives from legitimate content. Traditional detection models often 
provide binary classifications, lacking the nuanced confidence met-
rics needed to guide critical decisions. Integrating UQ into these 
systems can address this limitation by estimating the reliability of 
predictions. For example, when analysing cloned content, UQ can 
pinpoint regions of high uncertainty, prompting additional human 
verification. Similarly, in cross-platform disinformation campaigns, 
where the context and format of narratives can vary, UQ can iden-
tify instances of low-confidence classifications. This capability 
ensures that questionable results are flagged for further scrutiny, 
reducing the risk of false positives or missed threats.

In addition to bolstering detection accuracy, UQ enhances the 
adaptability and transparency of fake news detection frameworks. 
Disinformation campaigns like Doppelganger evolve rapidly, with 
adversaries employing novel tactics to evade detection. UQ enables 
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systems to dynamically recalibrate their predictions by identifying 
areas where the model lacks sufficient training data or encoun-
ters new patterns. This adaptive capability ensures resilience 
against the evolving tactics of disinformation actors. Furthermore, 
the integration of UQ fosters greater transparency, particularly 
in politically sensitive contexts. By providing explanations along-
side confidence metrics, UQ empowers stakeholders – such as 
fact-checkers, policymakers, and the public – to better understand 
and trust the decisions made by AI-driven detection systems. This 
transparency is critical in countering skepticism and ensuring that 
automated systems are perceived as reliable partners in combating 
disinformation.

Looking forward, UQ can play a pivotal role in improving the effi-
ciency of resource allocation and the overall scalability of fake news 
detection efforts. Disinformation campaigns operate on a mas-
sive scale, often overwhelming human fact-checkers and investi-
gative teams. UQ facilitates the prioritisation of high-risk cases by 
flagging predictions with elevated uncertainty for manual review. 
This targeted approach allows human resources to focus on the 
most critical and ambiguous cases, improving the efficiency of 
detection efforts. Furthermore, UQ strengthens defences against 
adversarial tactics, such as subtle content modifications that seek 
to exploit detection system vulnerabilities. By identifying instances 
of high uncertainty – often indicative of adversarial interference – 
UQ provides an early warning system for emerging threats. 
Finally, as cross-platform disinformation becomes more preva-
lent, the standardisation of UQ protocols enables seamless col-
laboration between platforms, fostering trust towards automated 
fact-checking and enabling coordinated responses to campaigns 
like Doppelganger. Together, these advancements position UQ as 
a cornerstone of future efforts to safeguard information integrity 
and societal trust.

7.  Conclusions
In conclusion, the fight against disinformation, exemplified 

by campaigns, like Doppelganger, presents a growing challenge in 
the digital age. The dual role of AI in enabling and mitigating dis-
information underscores the complexity of addressing this issue 
effectively. This paper has outlined a comprehensive framework 
for disinformation detection, emphasising the importance of inte-
grating advanced AI techniques, such as NLP, multimedia analysis, 
and network analysis, into the detection process. Moreover, it has 
discussed UQ as a critical innovation, offering enhanced reliability 
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and interpretability for AI-driven detection systems. UQ not only 
improves confidence in predictions but also provides valuable 
insights that can guide human intervention, prioritise resources, 
and ensure the system remains adaptable to emerging disinfor-
mation tactics. As disinformation campaigns continue evolving in 
sophistication and scale, the need for adaptive, transparent, and 
collaborative detection mechanisms becomes increasingly urgent. 
This framework offers a promising direction for developing systems 
that can not only identify false narratives across multiple platforms 
but also respond to them in a way that is both efficient and ethically 
responsible. Moving forward, future research should focus on refin-
ing UQ techniques, improving cross-platform collaboration, and 
developing scalable solutions that can handle the ever-increasing 
volume and velocity of disinformation. By harnessing the full poten-
tial of AI and UQ, we can build a more resilient and trustworthy 
information ecosystem, safeguarding truth and societal trust in an 
increasingly complex digital world.
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Abstract
Humans live in an interconnected world that is increasingly 

featured with virtual interactions in cyberspace. That world has 
raised cybersecurity concerns, particularly on exploiting human 
trust through various means, such as phishing. Phishing remains 
one of the most prevalent forms of cybercrime. It exploits human 
trust to manipulate individuals into divulging sensitive informa-
tion. This study investigates the trust development mechanisms 
most exploited by cybercriminals in phishing attacks. It focuses on 
two primary trust development processes: relationship history and 
future expectations. The study uses qualitative content analysis of 
42 phishing messages collected from diverse secondary sources. 
The findings reveal that future expectations – such as promises of 
rewards, urgent requests, or threats of penalties – dominate phish-
ing tactics. By contrast, relationship history mechanisms exploit 
the existing or fabricated relationships to evoke trust and compli-
ance. These findings provide critical insights into the psychological 
manipulations leveraged in phishing schemes and highlight the 
need to integrate behavioural and cognitive principles into cyber-
security education. Practical implications include tailored training 
programs for distinct user groups, such as seniors, employees, and 
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students. The training should emphasise on recognising urgency 
cues, emotional manipulation, and verification strategies.

Keywords
phishing attacks, human trust, trust development processes, future 
expectations, cybersecurity

1.  Introduction

Cybersecurity discourse has traditionally framed 
humans as a problem – susceptible to social engineer-

ing, prone to error, and easily manipulated. This framing, however, 
presents a limited view [1]. It is limited because the exploitation of 
humans as the weakest link in cybersecurity stems from the inter-
play of human psychology, social engineering tactics, and system 
usability. The theoretical challenge behind this problem focuses 
on how to mitigate the inherent vulnerabilities of human factors in 
the cyber landscape. Despite substantial investments in technolog-
ical defences, human errors remain the leading cause of security 
breaches, contributing to as much as 90% of cybersecurity incidents 
[2, 3]. These errors arise from various sources, such as insufficient 
awareness, inadequate training, and susceptibility to psychological 
manipulation through social engineering tactics [2, 4]. Those human 
factors in cybersecurity are multifaceted and include intentional or 
unintentional actions that compromise security. For example, social 
engineering tactics exploit cognitive biases and psychological trig-
gers, deceiving individuals into revealing confidential information 
or performing actions that undermine security protocols [2, 5]. 
These attacks leverage psychological principles like authority, rec-
iprocity, and scarcity to manipulate victims [6, 7]. The susceptibil-
ity of individuals to such manipulation highlights the critical need 
for comprehensive cybersecurity education and the fostering of a 
security-aware culture within organisations [3, 4]. Therefore, com-
bining technological solutions with insights into human behaviour 
is crucial for strengthening organisational resilience against emerg-
ing cyber threats [5, 8].

The literature provides varied perspectives on examining daily 
cybersecurity incidents involving phishing. Mitnick and Simon [9] 
discuss the manipulative tactics employed by cybercriminals and 
highlight the calculated exploitation of human emotions and cog-
nitive biases. Hadnagy [10] explores how attackers exploit cog-
nitive biases, trust, and social norms to manipulate individuals. 
Investigating the relationship between trust and cybersecurity 
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risks, Alhasan [4] reveals that higher trust increases risky cyber-
security behaviours across cultures. Additionally, Khan et al. [3] 
and Triplett [11] explore how human factors, including decision-
making processes, organisational culture, and leadership contrib-
ute to insider threat. Despite these contributions, a gap remains in 
understanding the specific trust development process that cyber-
criminals rely on in phishing attacks. While the psychological and 
organisational dimensions of trust exploitation have been studied, 
there is limited focus on attackers’ exact mechanisms and stages 
of trust development processes. This gap is critical, as understand-
ing these processes could lead to more effective countermeasures. 
To this end, the present paper investigates the trust development 
processes most commonly employed by cybercriminals in phish-
ing attacks. The study addresses the following research question: 
‘Which trust development process do cybercriminals most often 
exploit in phishing?’ The study contributes to cybersecurity educa-
tion by identifying the prevalent trust-building processes used in 
these exploits. This contribution empowers users to protect them-
selves better.

The remaining part of the paper is organised into seven sections. 
Section 2 discusses trust, phishing, and social engineering tech-
niques for exploiting human trust. Section 3 outlines the meth-
odology of this paper, followed by the presentation of results in 
Section 4. The findings presented in Section 5 are followed by their 
implications as discussed in Section 6. Section 7 provides practical 
recommendations. The paper ends with Section 8 by providing con-
cluding remarks.

2.  Literature Review
The present section comprises three subsections. It 

starts by discussing trust development processes (subsection 2.1), 
followed by the exploitation of human trust (subsection 2.2). 
Subsection 2.3 presents phishing techniques. The section ends by 
discussing social engineering techniques in subsection 2.4.

2.1.  Trust Development Processes
Trust between parties evolves through specific processes. 

Before delving into these processes, it is essential to have a clear 
overview of the parties involved in trust transactions and the roles 
each party plays. For a trust exchange to be completed, two parties 
must be engaged: a trustor and a trustee. The trustor (e.g. a person) 
is an entity that develops a degree of reliance on another object 
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and accepts being vulnerable to the possible actions of that other 
object [12]. Similarly, the trustee (e.g. a person) is the party in whom 
the trust resides and can exploit the trustor’s vulnerabilities [13]. To 
clarify further, the trustor is the party that puts its expectations in 
the other party, while the trustee is the party in which that expec-
tation resides [14]. With this brief overview, the processes of trust 
development are discussed as follows.

Trust development processes can be understood through two pri-
mary mechanisms: relationship history and future expectations. 
Trust rooted in relationship history is built upon the experiences 
gained from past interactions between the trustor and the trustee 
[15]. Through relationship history, trust develops based on how 
parties have previously interacted and the experiences they have 
gained from one another. When parties have had no previous 
direct interactions, a reference from a third party is usually used 
to infer the development of trust [14]. Examples of bases of trust 
that employ relationship history include process-based, knowl-
edge-based, and relational trust.

On the other hand, trust formed through future expectations is 
often driven by anticipated outcomes. Humans may trust the other 
party by relying on what they expect to gain after committing a trust 
transaction. This form of trust involves calculating the potential 
benefits and risks of engaging or not engaging in a particular trust 
transaction. Individuals assess whether entering a trusting rela-
tionship will yield favourable results or mitigate potential risks [14]. 
Examples of bases of trust that employ relationship history include 
calculus-based, deterrence-based, and competence-based trust 
[14, 15]. Both trust development processes (relationship history 
and future expectation) emphasise trust’s dynamic nature.

2.2.  Exploitations of Human Trust
Given the importance of trust in human interactions, 

cybercriminals exploit it as a key tactic in breaching cybersecurity. 
They leverage psychological principles, such as authority, reciproc-
ity, and social proof to manipulate trust [1]. Those acts deceive indi-
viduals into compromising security systems. Trust exploitation is 
particularly effective because it taps into the inherent human ten-
dency to trust familiar or authoritative sources [16]. 

One common method to exploit people’s trust is phishing. Phishing 
relies heavily on manipulating human behaviour. In phishing 
attacks, cybercriminals craft messages that appear to originate 
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from trustworthy and legitimate sources to exploit the victim’s 
inherent trust [4]. This deception is often amplified through urgent 
language or fabricated consequences. Through deception, individ-
uals are compelled to respond quickly without fully verifying the 
communication’s authenticity. The effectiveness of such attacks 
underscores the importance of raising awareness and educating 
individuals about the dangers of blindly trusting digital communi-
cations [7], particularly those that demand immediate action.

The cultural dimensions of trust also play a significant role in how 
individuals respond to phishing and other forms of deception. 
Research has shown that trust levels vary across cultures, with 
some cultures exhibiting higher baseline trust in digital commu-
nications [2]. Understanding these cultural differences is crucial 
for developing tailored cybersecurity strategies that address the 
specific trust-related vulnerabilities of different populations [6]. 
Generally, trust exploitation in cybersecurity highlights the rela-
tionship between psychology and technology. It also highlights the 
need for tactics combining technological protections with cultural 
and psychological knowledge.

2.3.  Phishing Techniques in Cybersecurity
Phishing remains one of the most prevalent and effective 

techniques that cybercriminals employ to compromise cybersecu-
rity. Phishing attacks typically involve sending fraudulent e-mails 
or messages that appear to come from legitimate sources [9]. The 
authors claim that those messages or e-mails lure individuals into 
providing sensitive information, such as passwords. The effective-
ness of phishing lies in its ability to exploit basic human behaviour, 
such as trust and fear [10]. Trust and fear are sometimes triggered 
by falsified urgency and the authoritative nature of the messages. 
Despite widespread phishing awareness, the technique continues 
to evolve, becoming increasingly sophisticated and more challeng-
ing to detect [5].

Spear phishing, a more targeted form, has become a dangerous 
threat. Unlike typical phishing, which targets a large audience, spear 
phishing targets certain people or organisations [3]. It frequently 
relies on creating highly customised messages using data obtained 
from social media or other public sources. These messages are 
designed to appear credible and relevant to the recipient [11]. The 
precision and personalisation of spear phishing make it a formida-
ble challenge for cybersecurity professionals, who must constantly 
adapt their defences to counter these evolving threats [4].
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Phishing attacks have expanded beyond e-mail to include other 
communication platforms, such as SMS (smishing) and voice calls 
(vishing). These multi-vector attacks allow cybercriminals to simul-
taneously exploit different aspects of human behaviour and tech-
nological vulnerabilities [14]. For instance, smishing messages may 
appear to come from a trusted source, like a bank, and include a link 
that directs the victim to a fake website where their credentials are 
stolen [2]. Diversifying phishing techniques across multiple channels 
shows cybercriminals’ adaptability and the need for comprehensive 
cybersecurity strategies covering many phishing vectors [7].

2.4.  Social Engineering Techniques
Social engineering encompasses various tactics to manip-

ulate individuals into divulging confidential information or per-
forming actions compromising security. Social engineering is highly 
effective at breaching security systems because it exploits human 
psychological and cognitive biases [10]. Unlike traditional hacking, 
which targets technical vulnerabilities, social engineering exploits 
the human element, often seen as cybersecurity’s weakest link [9]. 
By exploiting psychological principles like trust, authority, and rec-
iprocity, social engineers can bypass technological defences and 
gain unauthorised access to systems or data [16].

Pretexting is a widely used social engineering technique where 
attackers create a fictitious scenario to deceive victims into revealing 
sensitive information. This often involves impersonating a trusted 
individual or authority figure, such as an IT support technician or 
a government official, to make the request appear legitimate  [6]. 
The technique is particularly effective in organisational settings, 
where employees may feel obligated to comply with requests from 
perceived authorities [5]. The success of pretexting hinges on the 
attacker’s ability to craft a convincing narrative that resonates with 
the victim’s expectations and prior experiences [7].

Baiting is another common social engineering tactic that involves 
tempting victims with an enticing offer. The offer may comprise a 
gift to manipulate victims into actions compromising their security. 
This method exploits the human inclination for free or valuable 
items, often resulting in the spread of malware or the theft of sensi-
tive information [2]. Baiting capitalises on individuals’ curiosity and 
their tendency to take risks for potential rewards. Like other social 
engineering techniques, the success of baiting highlights the criti-
cal need for robust cybersecurity education that fosters skepticism 
and critical thinking in digital interactions [3].
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3.  Methodology
This study utilises a qualitative content analysis approach 

to investigate the trust development processes exploited by 
cybercriminals in phishing attacks. The research explores the two 
primary trust-building mechanisms – relationship history and forth-
coming expectations – and their prevalence in phishing messages. 
The study categorises and analyses phishing messages to identify 
patterns and trends using these trust development processes. The 
data for this study was collected from various secondary sources, 
such as academic publications, cybersecurity reports, and online 
repositories of phishing messages. Specifically, phishing mes-
sages were extracted through search engines. These sources were 
chosen due to their comprehensive coverage of phishing tactics 
and their relevance to the research topic. Most spam messages 
from those sources are generic, which is considered a reference 
for many spam messages. A total of 42 phishing messages were 
selected for analysis to comprehensively represent various phish-
ing tactics. These messages were intentionally chosen to capture 
the trust development processes related to relationship history and 
future expectations.

The phishing messages included in this study were purposely 
selected based on the relevance, variety, and recency criteria. Firstly, 
messages were included if they explicitly or implicitly involved trust 
development tactics to deceive the recipient. Secondly, a diverse 
set of messages was selected to cover different types of phish-
ing attempts, such as those related to financial incentives, urgent 
requests, or personal relationships. Finally, preference was given 
to messages representative of contemporary phishing tactics to 
ensure that the findings are relevant to current cybersecurity chal-
lenges. The selected phishing messages were analysed using a 
thematic content analysis method. Each message was reviewed to 
identify the trust development process utilised – either relationship 
history or forthcoming expectations. Each phishing message was 
coded according to the identified trust development process. The 
frequency of each type was recorded and analysed to determine 
which process is more commonly exploited by cybercriminals.

To ensure the reliability of the analysis, two assistant researchers 
independently coded phishing messages. Any discrepancies in cod-
ing were discussed and resolved through consensus to mitigate 
potential biases in message classification. Validity was addressed 
by triangulating the findings with existing literature (such as that 
in Daud [14]) on phishing tactics and trust development processes 
in cybersecurity. The results were compared with previous studies 
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to ensure that the identified patterns align with established knowl-
edge in the field. Furthermore, as the study utilised publicly avail-
able data from secondary sources, no personal information was 
collected or analysed. All sources of phishing messages were ade-
quately cited, and care was taken to ensure that the analysis did not 
involve any unethical data manipulation.

4.  Results
Table 1 presents the results of spam messages used 

mainly by cybercriminals. These messages were extracted from 
literature sources [14, 17–21]. Of the 42 spam messages, 33 were 
based on the future expectation trust development process. The 
remaining nine messages were based on the relationship history 
trust development process.

This study categorises spam messages presented in Table 1 into 
various groups: account verification, billing statements, credit card 
offers, customer service inquiries, family matters, job offers, and 
package delivery notifications (Figure 1). The most commonly iden-
tified categories were prizes or gift cards and account verification 
requests, each occurring for six times. This high frequency indicates 
that cybercriminals often focus on areas where individuals are likely 
to respond quickly, sometimes without exercising adequate cau-
tion. Family matters, package delivery, and internal revenue ser-
vices ranked third, fourth, and fifth, respectively.

An in-depth analysis of spam messages indicates that cybercrimi-
nals frequently employ specific trust-building techniques to deceive 
their victims. Notably, 78.6% of the spam messages analysed were 
designed using the future expectation trust-building process. This 
process often promises future rewards or urgent actions, such as 
account verification or prize claims. It leverages urgency and antic-
ipation to compel recipients to respond quickly without critically 
evaluating the legitimacy of the request. For instance, the following 
messages are classic examples of this approach:

‘Congratulations! You’ve won a $500 Amazon gift card. 
Claim it here [Link]’

and

‘Your IRS tax refund is pending acceptance. Must accept 
within 24 hours: [Link]’
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Table 1. Sample spam messages used by cybercriminals

No. Spam messages Trust development 
process

1. Congratulations! You’ve won a $500 Amazon gift card. Claim it here [Link]. Future expectation

2. ACTION REQUIRED. Please verify your Bank of America account information to avoid 
a hold on your account. Click here to confirm: [Link].

Future expectation

3. You’ve been overcharged for your 2021 taxes. Get your IRS tax refund here: [Link]. Future expectation

4. Get delivery updates on your USPS order [Number] here: [Link]. Future expectation

5. Thank you for paying last month’s bill. We’re rewarding our very best customers with 
a gift for their loyalty. Click here! [Link].

Future expectation

6. Congratulations! Your credit score entitles you to a no-interest Visa credit card. Click 
here to claim: [Link].

Future expectation

7. We’ve received your resume and would love to set up an online interview. Click here 
[Link] or call us at [Phone Number] at your earliest convenience.

Relationship history

8. There’s an issue with your payment information from your recent order [Order 
Number]. Take action now: [Link].

Future expectation

9. We have detected suspicious activity on your Wells Fargo account. Log in at [Link] to 
update your account preferences and protect your information.

Future expectation

10. Hi Grandpa, it’s me – I’ve been in a car accident, and my parents aren’t around. Can 
you please send me money so I can get home? You can wire funds to me here: [Link].

Relationship history

11. ‘Your 2FA settings are not up to date. To avoid account suspension, please click the 
following link to update your settings: [Link]’.

Future expectation

12. ‘Hey, it’s [Boss Name]. I’m in a meeting now and need your help with something 
urgent. Can you transfer $5,000 to this account ASAP? I’ll explain everything later. 
Please keep this confidential’.

Relationship history

13. ‘We’re happy to inform you that you’re entitled to a refund for overpayment on your 
AMEX account. Click on this link [Link] below to claim your refund’.

Future expectation

14. Congratulations! You have all been selected to receive a free gift card worth $1000. 
Click on this link [Link] to claim your reward now. Limited time offer, so act fast! Don’t 
miss out on this amazing opportunity.

Future expectation

15. ‘Congratulations! You’ve won a $500 gift card to Target. Click here to claim your 
reward’.

Future expectation

16. ‘Hello [Name], your shipment from UPS will arrive today. Click here to track your 
package’.

Future expectation

17. ‘Your Wells Fargo account has been locked for suspicious activity. Please log in here 
and verify your account’.

Future expectation

18. ‘Hey, this is [Name]. I’m in a meeting, but I need you to order 5 Amazon gift cards 
ASAP. I’ll reimburse you once you send them to this e-mail address’.

Future expectation

19. ‘[Name], your Verizon billing statement is ready. Please review your charges and send 
full payment by [date] to avoid late fees’.

Future expectation

20. Congratulations! You’ve won a $1000 Walmart gift card. Go to [Link] claim now. Future expectation

(continues)
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Table 1. Continued.

No. Spam messages Trust development 
process

21. Your IRS tax refund is pending acceptance. Must accept within 24 hours: [Link]. Future expectation

22. Wells Fargo Bank: Your account is temporarily locked. Please log in at [Link] to secure 
your account.

Future expectation

23. Hello, your FEDEX package with tracking code DZ-8342-FY34 is waiting for you to set 
delivery preference: [Link].

Future expectation

24. Apple Notification. Your Apple iCloud ID expires today. Log in to prevent deletion 
[Link].

Future expectation

25. URGENT: Your grandson was arrested last night in Mexico. Need bail money immedi-
ately Western Union Wire $9,500 [Link].

Relationship history

26. Federal Credit Union ALERT: Your Credit Card has been temporarily LOCKED. Please 
call Card Services line [Tel. no]. 

Future expectation

27. Thank you for your recent Amazon purchase. You’ve been charged $108.34. If there 
has been a mistake, please call [Tel. no]. 

Future expectation

28. Dear [Bank Name] customer, we’ve detected unusual activity on your account. Please 
click the link to verify your transactions: [malicious link].

Future expectation

29. Hello, this is [Courier Service]. We’ve attempted to deliver your package today but 
failed. Schedule your redelivery here: [malicious link].

Future expectation

30. We detected a login attempt from an unfamiliar location. If this wasn’t you, please 
secure your account here: [malicious link].

Future expectation

31. You’re the lucky winner of our grand prize! Register here to receive your reward: 
[malicious link].

Future expectation

32. A family member of yours has been in an accident. Call this premium rate number for 
details: [malicious phone number].

Relationship history

33. I’m your landlord. My current number is unreachable. Send the rent through this 
number [Tel. no].

Relationship history

34. This is agent (name withheld) from telecom company (name withheld). Your mobile 
money account has insufficient funds. Deposit TSh 500,000 today, then call us back. 
Otherwise, we are going to close your account. 

Future expectation

35. You are speaking with someone from the telecom company (name withheld); your 
monthly bonus is TSh 400,000 now. Use a different mobile phone so that we can help 
you obtain the money.

Future expectation

36. This is the Revenue Authority office. Why don’t you use an electronic fiscal 
device (EFD) when conducting business? A Tsh 3 million fine is being sent to you 
immediately.

Future expectation

37. After unexpectedly collapsing at school, your son was brought to the hospital. Send 
money right away for medical care.

Relationship history

38. Please get in touch with us as soon as you can; your child is extremely ill. Teacher. Relationship history

39. You won in the draw for the best customers who use our services. Please contact the 
following number to learn how to collect your prize.

Future expectation

(continues)
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Table 1. Continued.

No. Spam messages Trust development 
process

40. You have received Tshs 50,000 from [Tel. no] – (name of sender). New balance 
67,850.00 Tshs. Trans ID: [Trans. No]. [Date and time].

Future expectation

41. I’m at the funeral; please send twenty thousand shillings at the following phone 
number. I will pay back your money later.

Relationship history

42. The person received a phone call from someone pretending to be a human resource 
officer at an airport. The caller claimed, the recipient’s job application had been 
received and requested Tsh 300,000 in exchange for persuading his superiors to 
select the recipient for the position.

Future expectation

Source: Extracted from [14, 17–21].
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Figure 1. Categories of spam messages

These messages leverage the recipient’s hope for a positive out-
come or fear of missing out.

On the other hand, the relationship history trust development pro-
cess relies on exploiting the existing relationships or creating ficti-
tious ones. These messages are crafted to appear as if they come 
from someone the recipient knows or trusts. They may appear to 
come from a family member, colleague, or service provider. An 
example of this would be the following message:

‘Hi Grandpa, it’s me – I’ve been in a car accident and my 
parents aren’t around. Can you please send me money so I 
can get home? You can wire funds to me here: [Link]’
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The use of the relationship history trust development process 
emphasises the emotional connection and people’s trust in their 
close relationships. It makes the recipient more likely to comply 
with the request without scepticism.

5.  Discussion of the Findings
The analysis reveals key insights into cybercriminals’ meth-

ods to exploit human trust in phishing attacks. One key insight con-
cerns the prominence of the future expectation trust development 
process. Through future expectation, attackers target psycholog-
ical triggers that urge immediate action. This approach is effec-
tive to attackers because it preys on common human behaviours. 
Examples of such behaviours include human tendency to seek 
financial gain or resolve issues quickly. Such behaviours are closely 
linked to the power of anticipation and urgency which cybercrimi-
nals understand and use it. Cybercriminals usually create scenarios 
where the victim believes they must act quickly to avoid negative 
consequences or secure a reward. While doing so, attackers limit 
the time available for critical assessment by the victim. This tech-
nique is particularly dangerous in today’s fast-paced digital envi-
ronment, where individuals often juggle multiple tasks and may 
overlook the need to scrutinise each message.

Various principles in literature underpin the dominance of future 
expectations as the trust-building process in phishing attacks. One 
is Cialdini’s [16] principle of urgency and scarcity, where attackers 
create a sense of urgency, such as ‘Your mobile money account will 
be closed immediately’. This tactic exploits the fear of missing out, 
pressuring victims to act quickly without assessing the message’s 
legitimacy. This fear reinforces the deterrence-based trust devel-
oped through the future expectation process. Another principle 
is based on Sweller’s [22] cognitive load theory, which posits that 
individuals under time pressure tend to rely on cognitive shortcuts 
(heuristics), rather than engaging in critical thinking. Attackers 
exploit this by leveraging the future expectation trust process. 
They do so by prompting victims to respond to phishing messages 
that promise rewards or threaten penalties. That action effectively 
bypasses the cognitive effort required to assess the authenticity of 
phishing messages.

Besides this, the findings from this study align with and extend to 
the existing research on phishing and social engineering in cyber-
security. For instance, an SMS phishing experiment revealed that 
combining urgency with either the promise of a reward or the 
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threat of a penalty successfully deceived 50% of participants [23]. 
This urgency is a key element in the future expectation trust devel-
opment process discussed by Daudi [14]. Overall, these findings 
align with Vishwanath et al.’s [24] conclusion that superficial e-mail 
processing increases phishing success. 

On the other hand, the use of relationship history as a trust-building 
process demonstrates the effectiveness of social engineering in 
phishing attacks. Cybercriminals bypass initial scepticism by imper-
sonating someone the victim knows or trusts. This tactic exploits 
the victim’s existing relationships, making it a powerful tool for 
attackers. It is particularly effective in urgent scenarios, such as 
requests for emergency funds to care for a sick child at school. 
The relationship history trust development process identified in 
this study further illustrates how cybercriminals exploit emotional 
connections to bypass rational scrutiny. To bypass rational scru-
tiny, cybercriminals often build rapport to gain trust and extract 
sensitive information. The success of such cybercriminals’ attacks 
is backed up by humans’ tendency to rely on familiar cues when 
assessing the authenticity of messages [25].

In addition to the trust-building process based on future expecta-
tions, gifts and financial incentives are often employed in the trust 
development process rooted in relationship history. For instance, 
spear-phishing e-mails that exploit a fabricated relationship his-
tory tend to achieve higher success rates than generic phishing 
e-mails  [26]. Some of these e-mails create a sense of urgency by 
demanding immediate action from victims. Under such time pres-
sure, individuals are more likely to overlook security protocols, 
skip essential steps, and make decisions that compromise cyber-
security  [27]. Similarly, Razaq et al. [28] observed that fraudsters 
frequently pose as bank officials or government representatives, 
leveraging urgency to prompt swift compliance and establish trust 
with their victims.

6.  Implications
The findings of this study have significant implications for 

cybersecurity practices, policy-making, and behavioural research. 
The dominance of future expectation mechanisms in phishing 
attacks highlights the need to address cognitive biases like urgency, 
anticipation, and risk perception in cybersecurity training. It must 
be recognised that individuals often fall victim to phishing because 
they are manipulated into prioritising immediate outcomes over 
critical evaluation. This insight necessitates integrating behavioural 
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and psychological theories, such as cognitive load theory [22] and 
temporal discounting [29], into awareness programs. This integra-
tion helps users better process suspicious messages. Moreover, 
the marginality of relationship history mechanisms suggests that 
attackers also capitalise on emotional connections. For this reason, 
users should exercise caution and verify communications, particu-
larly those claiming personal relationships.

From a policy perspective, cybersecurity frameworks should incor-
porate behavioural training alongside technical solutions. Emphasis 
should be placed on vigilance and critical thinking. Additionally, the 
results indicate the need for adaptive cybersecurity measures that 
account for cultural and demographic differences in trust dynam-
ics. Future research should explore these variations more deeply to 
develop region-specific strategies. Overall, this study emphasises 
that mitigating phishing effectively requires a holistic approach. 
This approach must integrate technological defences, psychologi-
cal insights, and user education to create strong protection against 
evolving cyber threats.

7.  Practical Recommendations
Organisations and individuals must implement targeted 

strategies to counter phishing attacks exploiting trust mechanisms. 
Firstly, cybersecurity training programs should focus on psycholog-
ical manipulation tactics, such as urgency and anticipated rewards 
in phishing messages. These programs should teach individuals to 
recognise common phishing patterns, such as requests for immedi-
ate actions, financial rewards, or penalties. Secondly, organisations 
should simulate real-world phishing scenarios through controlled 
phishing campaigns. These exercises provide users with hands-on 
practice in identifying suspicious messages and offer immedi-
ate feedback. This approach effectively enhances their resilience 
against such attacks. Thirdly, automated e-mail and message filters 
should be strengthened by using appropriate tools. These tools 
can detect phishing-related language patterns, such as urgency 
cues or impersonation attempts. Verification practices should be 
emphasised for individuals. They should involve crosschecking of 
messages through alternative channels like direct calls or official 
websites. Lastly, organisations must develop user-specific aware-
ness programs tailored to various demographics, such as employ-
ees, older adults, and students. This is because each group faces 
distinct vulnerabilities to trust-based phishing tactics. Combining 
these strategies will improve detection rates and minimise success-
ful phishing exploits.
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8.  Conclusion
The exploitation of human trust to deceive and manipulate 

computer system users has become a significant concern in cyber-
security. Through social engineering and phishing, many users 
have fallen victim in various contexts. This study reveals that phish-
ing attacks primarily exploit human psychological vulnerabilities 
through two trust development processes: future expectations and 
relationship history. The findings indicate that future expectations 
– such as promises of rewards, warnings of penalties, or urgent 
requests – are the most frequently used mechanisms by cybercrim-
inals. These tactics rely on creating a sense of urgency and antici-
pation. Through this sense, victims are compelled to act impulsively 
without critically assessing the message’s legitimacy. On the other 
hand, relationship history exploits familiarity and emotional con-
nections. Attackers use this method to build trust by impersonating 
known individuals or organisations. The study highlights the need 
to incorporate behavioural insights into cybersecurity training and 
awareness programs. These programs should address cognitive 
biases, such as urgency and emotional triggers, to help individuals 
better identify and resist phishing attempts. Furthermore, mitigat-
ing phishing threats requires a multifaceted approach combining 
technological defences, user education, and understanding the 
human psychology of trust. By addressing these aspects holistically, 
individuals and organisations can develop more effective strategies 
to combat evolving phishing tactics and enhance overall cybersecu-
rity resilience.

While this research provides valuable insights into the trust mech-
anisms exploited in phishing, its reliance on secondary data 
introduces certain limitations. Future studies should incorporate 
primary data collection methods, such as surveys, interviews, or 
experiments, to better understand user behaviours and responses 
to phishing attacks. Such approaches can provide richer insights 
into how cybercriminals exploit trust in real-world scenarios.
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Abstract
In 2014, Denmark launched its first national strategy for 

cyber resilience of critical infrastructure (CI). The ‘National Cyber 
and Information Security Strategy’ and its two subsequent succes-
sors from 2018 and 2022 follow the Sector Responsibility Principle 
(SRP). According to the principle, the state distributes the task of 
achieving and maintaining societal resilience to individual sectors, 
for example, health, energy supply, or finance, while maintaining 
central oversight and responsibility for implementation. Denmark 
is not alone in taking this approach: in fact, all the Nordic countries 
have applied some version of SRP. Danish governments have over 
the last decade taken significant steps to implement and facili-
tate societal cyber resilience through development of institutions, 
strategies, legal measures, and public-private partnerships (PPP). 
That said, Danish governments have gone less far than, for exam-
ple, Finland’s to take measures to achieve efficacy, and significant 
weaknesses are still left to be addressed. The article outlines the 
principles behind SRP and, using mainly Danish examples, demon-
strates why implementation of SRP is both legally, organisationally, 
and technically difficult but also politically ‘unpleasant’. Resilience 
is desirable but also a tedious chore. An inherent risk with SRP at 
both strategic, political level and individual private or public entity 
level are incentives to strive for legal compliance, rather than oper-
ational efficacy and act more according to a ‘sector responsibility 
avoidance principle’. In that light, the article outlines how the SRP 
has been implemented in Denmark so far, along with examples 
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of both what drives the effort and challenges to successful SRP 
implementation.

Keywords 
cyber, strategy, resilience, sector responsibility principle

1.  Introduction

Danish governments have over the last decade taken 
significant steps to implement and facilitate societal 

cyber resilience through the development of institutions, strategies, 
legal measures, and public-private partnerships (PPP).1 Denmark 
is not alone in taking this approach: in fact, all the Nordic coun-
tries have applied some version of Sector Responsibility Principle 
(SRP) [1]. In 2014, Denmark launched its first national strategy for 
achieving cyber resilience of critical infrastructure (CI). The ‘National 
Cyber and Information Security Strategy’ [2] and its two subsequent 
successors from 2018 [3] and 2021 [4] follow SRP. According to the 
principle, the state distributes the task of achieving and maintaining 
societal resilience to individual sectors, for example, health, energy 
supply, or finance, while maintaining central oversight and respon-
sibility for implementation. However, Danish governments have 
gone less far than, for example, Finland’s to ensure the efficacy 
of the implemented strategies. According to North Atlantic Treaty 
Organization’s (NATO) 2020 evaluation, weaknesses in governance 
of resilience measures are still left to be addressed [5, p. 5]. This 
raises the question: why Denmark has not gone as far as Finland?

The literature on societal resilience strategies explains the sound 
principles behind SRP. This article seeks to add nuances to this 
body of literature by looking at the Danish case with an eye to iden-
tify incentives against implementing SRP with efficacy, rather than 
formal compliance as the main goal at both macro and micro levels. 

After a literature review, the article outlines the principles behind 
SRP and demonstrates why it is a good strategic approach for 
states to achieve cyber resilience in modern, digitalised, and diverse 
economies. Methodologically, the article demonstrates why imple-
mentation of SRP in practice is not only legally, organisationally, 
and technically very difficult but also politically ‘unpleasant’ using 
mainly Danish examples. Denmark is a relevant case for studying 
potential weaknesses in cyber resilience strategies, as it is a highly 
digitalised society that has consistently scored high in international 
evaluations of national cybersecurity, although its position has 

1 While the author is 
a serving officer with the 
Danish armed forces, the 
statements in this article 
are his own and do not 
present the position of 
the Danish Defence or the 
Danish Government.
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fallen since ITU’s initial evaluation in 2015 [6, 7]. The article takes its 
outset in the, so far, three Danish national information and cyber-
security strategies as well as the accompanying European Union 
(EU) NIS and NIS 2 directives. This presents methodological chal-
lenges: there are no formal definitions of a strategy, but accord-
ing to, for instance Yarger and Bartholomees’ [8] strategies should 
include political ends and explicit theories of success regarding 
assumed causalities between allocated means and appropriate 
ways. This allows observers to identify, assess, and discuss risks, for 
example, from potentially inadequate means or questionable ways 
and evaluate the theory of success’ internal causality or compare 
with the result of other strategies in similar empirical contexts. Held 
to Yarger and Bartholomees’ standards, the Danish strategies are 
lacking in content. Particularly the 2021 strategy [4] is mainly a list 
of aspirational ends, while ways and particularly allocated means 
are not specified in detail. This constitutes an analytical weakness, 
as the lack of explicit ways and means leaves a large amount to 
the external observer’s interpretation. Even so, the approach gives 
indications as to where weaknesses may lay in the presented strat-
egies, illustrated anecdotally with empirical observations from 
resilience-related events as they appear in reputable news sources 
or other reporting.

To governments as well as their citizens and enterprises, resilience 
is desirable but also a tedious chore that takes away resources 
from core services. An inherent risk with the SRP at both the strate-
gic, political level and the individual private or public entity level is 
incentive to strive for legal compliance rather than operational effi-
cacy and act more according to a ‘sector responsibility avoidance 
principle’. Having discussed this in principle, the article will outline 
how the SRP has been implemented in Denmark so far, along with 
examples of both what drives the effort and challenges to success-
ful SRP implementation.

2.  Cyber resilience strategy – a new academic 
field
The article’s headline includes the three concepts of 

‘strategy’, ‘cyber resilience’, and ‘sector responsibility principle’, 
which the present literature goes some way to define. As mentioned 
above, Yarger and Bartholomees provide an operational definition of 
strategy as a formulated theory of success on how ends are achieved 
by applying sufficient means in particular ways. Furthermore, Yarger 
and Bartholomees provide a framework for describing the level at 
which strategies are developed and implemented. In the present 
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case, the investigated Danish strategies are at what Yarger and 
Bartholomees define as the ‘National Security Strategy’ level, as the 
means deployed include all aspects of the national instruments of 
power [8, pp. 48–49]. National cyber resilience strategies can encom-
pass a number of relevant topics: building a cyber-workforce, pro-
moting public cyber literacy, etc. This article focuses on the state’s 
task of protecting critical infrastructure, particularly its role in devel-
oping and implementing strategy in the shape of institutions and 
regulations and how PPP is enforced, encouraged, and facilitated. 
Here, Tiirma-Klaar provides an overview of the areas that states may 
include in cyber resilience strategies [9]. Cyber resilience as such, 
particularly at the tactical level as the concept applies to individual 
entities and organisations, is described from many perspectives, 
and for instance, Sepúlveda Estay et al. provide oversight of rele-
vant literature [10]. A search for ‘sector responsibility principle’ on 
Google Scholar, however, provides only Jensen [11] in spite of the 
principle’s widespread use in Scandinavia [1].

Identifying the state’s objective to be ‘resilience’ rather than 
‘security’ is an acknowledgement of a governing principle, where 
the state is more a gardener guiding and facilitating a complex 
society’s ability to withstand, overcome, and emerge stronger 
from external blows, than an engineer trying to keep external 
blows from affecting the societal machine or assist in repairing it 
afterwards. The emergence and history of this approach are well 
described by, for instance, Walker and Cooper [12]. This principle 
and the state’s role therein is brilliantly described by Dunn-Cavelty 
and Suter in their article ‘Public-private partnerships are no silver 
bullet: An expanded governance model for critical infrastructure 
protection’  [13]. In this key piece, they describe how the strategic 
context for national resilience strategies has changed, particularly 
since the end of the Cold War. Modern economies used to be com-
plicated, but some factors made it possible for the state to manage 
crisis through collection and analysis of information and central 
allocation of resources through commands, economic incentives, or 
patriotic encouragement [14, p. 2]. Critical infrastructure (CI) within, 
for example, production or communications was state-owned or 
run by domestic industries and based on standard communica-
tions systems like telephone, mail, order books, etc. This allowed 
a state to conduct ‘business continuity management’ (BCM) at 
a  national level for extended periods. The world wars provided 
excellent examples of such state-run economies with ‘PPP’ based 
on central control [12, p. 3; 15]. But during the 1990s, many Western 
economies changed: state-run critical infrastructure was sold to 
private entities and these along with other domestic industries 

www.acigjournal.com�


Denmark’s Sector Responsibility Principle: A Tedious Cyber Resilience Strategy

www.acigjournal.com  –––  acig, vol. 3, no. 2, 2024  –––  doi: 10.60097/ACIG/189870 [254]

often became international, either due to ownership or based on 
outsourcing from national or foreign subcontractors, always prone 
to change. At the same time, digitisation meant that command and 
control within critical infrastructure became based on innumerable 
and ever-changing systems [13, p. 180]. These and other changes 
transformed the basic structure of modern economies from com-
plicated to complex, and made the hitherto successful central con-
trol approach to crisis management impractical [16, p. 46]. In the 
modern context the state’s role is not to manage through direct 
intervention. The state’s principal challenge is to create a frame-
work that ensures – and facilitates – the individual sectors’ resil-
ience within critical infrastructure [13, pp. 183–186]. Only in the 
individual sectors are the necessary insights to identify, implement, 
and maintain resilience and overcome external blows [17]. Hence, 
the state must delegate the tasks involved to achieve resilience  
[18, p. 36; 19, p. 481]. Christensen and Lund-Petersen elaborate on 
the cyber aspects of PPP and resilience in ‘Public-private partner-
ships on cyber security: A practice of loyalty’ [20].

Dunn-Cavelty and Suter’s analysis of meta-governance of self-
organising networks identifies the state’s tasks, thus: (1) define 
and communicating goals and priorities, (2) identify status quo and 
needs for action, (3) choose instruments, and (4) verify efficiency – 
and go to step 2 again [13, p. 185]. In practice, this means that to 
conduct meta-governance, a state should identify, designate, and 
keep track of CI, divided into sectors according to tasks to facilitate 
the emergence of networks. Also, it should set strategic objectives, 
for instance, through contracts, that sectors or individual suppli-
ers must fulfil. Furthermore, set and enforce minimum standards, 
for example, ISO 27001 compliance, for cyber resilience in CI. And 
finally, it is important to facilitate PPP, for instance, by providing 
threat intelligence, promoting best practices, or improving access 
to reports and prosecuting cybercrime.

It is important to note that delegating the tasks does not mean del-
egating the responsibility: comprehensive security, including BCM 
of the nation’s critical infrastructure, remains the state’s responsi-
bility towards its citizens even if the actual infrastructure involved 
has been sold to a private contractor [18, p. 37]. Furthermore, it 
is important to note that except for the financial sector, market 
forces are often insufficient to incentivise individual entities in CI, 
whether public or private, to achieve the levels of resilience that 
would be sufficient from a societal perspective [11, p. 5; 21, p. 266]. 
And, again it must be reiterated that the task of developing and 
implementing the necessary strategies is simple in principle, but 
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very difficult in practice and hampered by strong incentives that 
can lead to sub-optimisation at both strategic and individual levels. 
Dr. Kerttunen, who took part in developing Finland’s comprehen-
sive cyber resilience strategy, has expressed it thus: 

What is the best strategy? It is relevant, optimized, updated, 
and implemented! There are three categories of states 
when it comes to cyber strategies: those without strategies, 
those with utopian strategies that cannot be implemented, 
and those with realistic strategies that are poorly imple-
mented [1, p. 275; 22].

In Denmark, SRP is the guiding principle for resilience, including 
cyber resilience. This is stated by law and entails that the authority 
or institution, for instance ministry, who has the day-to-day respon-
sibility for a task, also has the responsibility for planning, and 
resolving this task in a crisis [23, 24]. The fact that Denmark is now 
implementing its third cyber resilience strategy and has achieved 
some results, with its two predecessors placing Denmark in the 
third category of Dr. Kerttunen’s conceptual framework. The next 
section elaborates on the strengths and weaknesses of the Danish 
approach.

3.  Denmark’s cyber resilience strategies
Since 2001, Denmark has had national strategies for 

the public sector’s, citizens’, and corporations’ use of the cyber 
domain [25]. In 2014, the first national strategy for cyber and infor-
mation security was introduced. It had set basic objectives, for 
instance, requiring ISO27001 implemented in government entities 
as well as some other concrete measures in identified CI in the 
telecommunications and energy sectors. Furthermore, it provided 
guidance to the newly established national Computer Emergency 
Response Team (CERT), Centre for Cyber Security (CFCS) under 
the Danish Defence Intelligence Service, and National Cyber 
Crime Centre (NC3) under the police, and initiated a program of 
information collection to establish status quo and identify major 
weaknesses [2]. The first strategy thus followed the model for 
meta-governance quite closely. The plan was to build on the results 
of this strategy with the introduction of a more extensive strategy 
in 2017. Developments were also driven forward by the introduc-
tion of the EU’s Directive 2016/1148 concerning measures for a high 
common level of security of network and information systems – in  
daily terms, the NIS directive, which Denmark as an EU member 
was obliged to implement [26].
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However, the initial plan did not hold. In 2016, the Ministry of Defence 
was tasked with developing a new strategy, and relevant ministries 
were ordered to participate in the process. However, after repeated 
delays, the government transferred the task to the Ministry of 
Finance. Likely, the lack of progress was due to the fact that efforts 
to develop individual ministries’ contributions to the strategy had 
to compete with the ministries’ core functions and were not given 
priority. In Denmark, the Ministry of Defence has no means to influ-
ence the quality and scale of other ministries’ efforts. Also, while 
the Ministry of Defence was responsible for the cross-ministerial 
coordination, it was not provided extra funding with which to facil-
itate its progress. The Ministry of Finance has significantly more 
influence on other ministries through the power of the purse and 
a new strategy was eventually presented by an entity established 
under the ministry for the purpose, Digitaliseringsstyrelsen (‘the 
Board for Digitization’) in 2018 [3; 11, p. 10]. While Denmark has no 
official definitions of what constitutes CI, the commission for the 
strategy included designated sectors within which entities could be 
designated as CI, namely energy, health, transport, telecommunica-
tions, finance, and maritime transport. This was supplemented by 
the criteria for CI designation of the EU’s NIS directive [3, pp. 38–40; 
20, p. 3; 26, 27]. The 2018 strategy included both concrete initiatives 
to increase CI resilience but also initiatives to facilitate PPP. Part of 
the strategy was that each of the designated sectors should develop 
individual resilience strategies, a  process that was completed by 
the end of 2018 [28]. Furthermore, the strategy introduced a cen-
tral entity (a ‘styregruppe’ or ‘control group’) and an accompanying 
reporting framework with the task of staying informed on how the 
implementation progressed in individual sectors and facilitating the 
sharing of, for instance, best practice between sectors [3, pp. 43–45]. 
Like its predecessor, the 2018 strategy follows the recommenda-
tions of meta-governance by building on the information collected 
after the first strategy was implemented and focusing on concrete 
initiatives with stated deadlines to establish and facilitate the indi-
vidual sector’s ability to improve resilience, including PPP.

In December 2021, Digitaliseringsstyrelsen presented Denmark’s 
current strategy [4]. Compared with its two predecessors, it is 
less concrete: more describing intents and ambitions than stat-
ing objectives and setting deadlines [21, p. 261]. The 2021 strategy 
outlines a  continuation and expansion of the previous strategies, 
for example, by the establishment of decentralised cyber and 
information security entities (DCIS). It also expands the state’s 
practical facilitation of individual citizen’s and enterprise’s cyber 
resilience, for example, by establishing a new hotline for identity 
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theft, strengthening the police’s capability to prosecute cybercrime, 
and a special entity dealing with the cyber security challenges for 
small- and medium-sized enterprises (SMEs) that make up a signif-
icant part of the Danish economy [4, pp. 11, 14]. As such, the strat-
egy continues to follow the principles of meta-governance, but its 
less concrete form and more aspirational formulations make it less 
immediately applicable. There is an underlying and accompanying 
set of documents that much more explicitly outlines the implemen-
tation of the strategy to the individual sector; however, while for-
mally unclassified, these are not accessible to the public.

According to the strategy’s preamble, the plan is to follow up with 
a new strategy in 2024. In this regard, it is interesting to observe 
what role Digitaliseringsstyrelsen, which has been leading the pro-
cess since 2017, play. In December 2022, Digitaliseringsstyrelsen 
was removed from the Ministry of Finance’s portfolio and formally 
made an independent ministry. However, a ministry is responsible 
for two diverse areas: digital governance and equal gender rights 
[29]. Recalling the Ministry of Defence’s difficulties in moving the 
development of the second strategy forward in 2017, the new 
Ministry of Digital Governance and Gender Rights may experience 
similar challenges regarding a 2024 strategy.

4.  Challenges to Denmark’s implementation of 
SRP and cyber resilience
Recalling Dr. Kerttunnen’s quip about national cyber 

resilience strategies, at this point it is relevant to review what the 
principle challenges are to Denmark’s implementation of its cyber 
resilience strategies through the SRP doctrine, and consider how 
they manifest themselves.

Initially, it must be fully acknowledged that developing, implement-
ing, and maintaining national cyber resilience strategies is always 
going to be an extremely difficult task legally, economically, tech-
nically, organisationally, etc. Hence, the following sections are in 
no way intended as condescending vis-à-vis the attempts that are 
done. Furthermore, realising that the tasks involved are truly daunt-
ing, the analysis does not address these difficulties, but instead 
address the challenges presented by incentives for complacency at 
both political-strategic and individual level. 

The nature of these challenges is perhaps best illustrated with an 
example from the United States: In May 2021, Colonial Pipeline, 
a private enterprise that delivers fuel to most of the US east coast, 
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was paralysed as a result of a ransomware attack conducted by 
Russian cybercriminals. As a result, fuel supplies immediately 
dropped by 45%. Seventeen states had to declare a state of emer-
gency that in some areas lasted for weeks as transportation of per-
sons and goods came to a halt. Forensics later assessed that the 
ransomware attack had been possible because Colonial Pipeline 
lacked basic cyber security measures in place [30–32]. What went 
wrong? Was the enterprise not designated as CI? Was there no 
resilience strategy in place? Was Colonial Pipeline not in compliance 
with regulations? It turned out that strategy was in place, and the 
enterprise was designated as CI complying its rules and regulations. 
However, those rules were basically that Colonial Pipeline should 
read the government’s – here TSA’s – recommendations, and then 
follow those if felt inclined to. Colonial had read the recommenda-
tions, and were thus in compliance. But it was not inclined not to 
follow them, hence they had no effect. The rules have now been 
changed [31, 33]. 

How could such an in hindsight obviously inefficient approach to 
cyber resilience be developed and implemented? There are four 
good reasons at play: (1) Designating CI is politically unpleasant; 
(2)  requiring and upholding demands for CI is politically unpleas-
ant; (3) having updated and detailed insight into CI’s cyber resil-
ience or lack thereof is politically unpleasant; and (4) paying for 
cyber resilience is generally unpleasant (for an extensive elabora-
tion of these arguments, see Jensen [11, 34]). To go through these 
four drivers that incentivise neglect of resilience measures, cyber or 
otherwise, let us review them individually.

Designating CI is unpleasant: When the state designates a private 
or public entity as CI, it either implicitly or explicitly imposes some 
demands regarding resilience measures that non-CI entities are not 
subjected to. This imposes extra costs for the CI-designated entity 
that has to be covered either by adding to the price of the provided 
services or compensated in some manner. Hence, there is an eco-
nomic incentive against designating infrastructure as CI that may 
counterbalance operational considerations.

In the Danish case, it may be difficult to demonstrate this challenge 
with regard to cyber resilience, but a look at Denmark’s interpre-
tation of EU’s directive No. 2008/114/EF may illustrate how rele-
vant decision makers may be reluctant to designate infrastructure 
as CI. The EU directive defines ‘European critical infrastructure’ or 
‘ECI’ as ‘critical infrastructure located in Member States the disrup-
tion or destruction of which would have a significant impact on at 
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least two Member States’ [35, p. L345/77]. In Denmark’s case, one 
could expect, for example, bridges across the straits, transnational 
power and internet cables, or Copenhagen Airport (CPH), the larg-
est in Scandinavia, to be designated as ECI. However, as of 2022, 
no Danish infrastructure was ECI. Why? Because there are substi-
tutes in principle if less so in reality: for instance if the bridge to 
Sweden breaks down, there is a ferry. From an operational perspec-
tive, this may make little sense and probably goes against the spirit 
behind the EU directive. However, this is how the ministries for 
transport and energy interpret the letter of the directive when they 
biannually report ‘no ECI in Denmark’ to Brussels. Thus, Denmark 
is in compliance with the directive but IT has no effect if the EU’s 
intent IS to strengthen ECI’s resilience [21, p. 263]. That said, com-
pliance with the EU’s NIS directive and the recently updated ver-
sion, NIS 2 has been and will continue to be a very important driver 
of the implementation of cyber resilience measures in Denmark  
[26, 36]. In February 2024, the Danish Ministry of Defence stated 
that the implementation of NIS 2 in Denmark was delayed, but it is 
still expected to be in place in 2024 [37]. 

Requiring and upholding standards for CI is unpleasant: Not only 
do these demands add costs to the provided service as described 
above, but the demanding entity, here the government, also has to 
allocate resources to enforce and keep track of their implementa-
tion, a further draw on resources.

In this regard, the nature of the sector also plays a role. Within the 
governance sector, implementing resilience requirements should 
in principle be a question of issuing commands and expecting the 
entities to follow orders. However, in 2014, as part of Denmark’s ini-
tial strategy, government agencies were ordered to implement the 
ISO 27001 standard by the end of 2016. Even so, by December 2022 
only two-thirds had done so in spite of ‘a high degree of attention 
from leaders on the task’ [4, pp. 19–20; 38]. Hence, implementation 
of even relatively simple resilience requirements is not unproblem-
atic even within the government and likely also not in other public 
sectors, for instance, health. In the financial sector, market forces 
drive cyber resilience and security in advance of governmental 
requirements. In the telecommunications and energy sector, the 
involved enterprises are private but highly concentrated to a few 
large entities that are very capable technically regarding cyber 
security and resilience which enables sparring on relevant require-
ments and their implementation between these entities and the 
government. The transport sector, on the other hand, is similarly 
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composed of private enterprises, but many are SMEs that often 
have little or no skills when it comes to cyber and their IT systems 
and potential vulnerabilities are very diverse. 

Insight into status of resilience is unpleasant: Knowing that cyber resil-
ience in CI is sub-par entails a political responsibility to react. Not 
knowing provides ‘credible deniability’ and the SRP can become 
‘a sector responsibility avoidance principle’ if political leadership 
in case of incidents due to lack of resilience can get away with the 
excuse that according to SRP, it is the sector’s and even individual 
entity’s task to ensure sufficient resilience.

As mentioned, the Danish 2018 strategy put a framework in place 
for CI sectors to report to a central entity on progress on the 
implementation of resilience measures and share best practices  
[3, p. 45]. However, the framework does not set specific formats or 
timelines for reporting. Occasional interviews with entities involved 
in the process suggest that while such reporting takes place, it is 
with uneven intervals and in different formats across different CI 
sectors. The lack of central oversight and the accompanying lack 
of resilience measures enforcement in Denmark in even very crit-
ical CI were recently demonstrated in a highly critical report from 
‘Rigsrevisionen’, the Danish Parliament’s special investigations 
board. It states the following: 

The cyber security resilience of the 13 critical IT systems 
selected for this study is not satisfactory. The resilience 
of one of the authorities, where Rigsrevisionen examined 
several IT systems, is particularly unsatisfactory. The con-
sequence of inadequate cyber security resilience is that 
critical services provided by the public sector risk being 
either seriously disrupted or impossible to deliver. It should 
be noted that the level of cyber security resilience varies 
between the authorities in the study [39, p. 3].

This suggests that the Danish strategies do not go as far to gain 
insight into the status of cyber resilience as they could. For com-
parison, in Finland, the government has gone considerably fur-
ther: they identified the problems presented by uneven reporting 
in 2015, and since 2017, Finnish CI sectors have reported monthly 
to the government’s national security committee in a fixed format 
involving a 22-point matrix. This committee, established in 2013, 
conducts monthly meetings and submits an annual report to the 
president [40, 41].
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Exacerbating the lack of central awareness, there is no overall 
authority tasked with coordinating the individual sector’s planning 
and preparation between incidents [20, p. 1435]. Denmark’s des-
ignated crisis management organisation only come together in 
extraordinary situations and only temporarily have the authority 
to deal with the effects of a crisis [23]. The tasks of coordinating 
individual sector’s planning and preparation is delegated accord-
ing to the SRP. But, as the example with implementation of ISO 
27001 demonstrates, even under SRP, giving an order to imple-
ment resilience measures does not mean it is carried out – even 
within the public sector. With SRP’s decentralised responsibility 
for the implementation of the upcoming cyber strategy follows 
that individual ministries must interpret what their responsibility 
entails [34]. At the same time, the ministries evaluate themselves 
when assessing whether their respective sectors live up to their 
interpretation of their responsibility. This introduces significant 
risk that the sectors do not have a shared understanding of their 
tasks and that they do not give them the same priority – a fact also 
noted above by Rigsrevisionen. Biannual national exercises since 
2006 have consistently been highlighting this in their ‘Conclusions’ 
[42, p. 5; 43, p. 6]. 

Paying for resilience is unpleasant: Under most circumstances, cyber 
resilience is not the core business for neither public nor private 
entities. Hence, resilience measures take away human and capital 
resources from whatever that core business is. In public service 
sectors, for example, health, the societally optimal level of resil-
ience is in no way influenced by market forces, and hence arbi-
trarily set by political leadership. In private sectors, market forces 
have some influence, but the economically optimal dedication of 
resources to resilience may be far less from an individual enter-
prise’s perspective than from the general society if the failure of 
that enterprise results in significant costs, as second-order effects 
of its failure ripple through the economy. Consider, for example, a 
small de-icing company that is critical for the function of a major 
airport in winter. Their revenue, and hence market incentive to 
ensure BCM, comes nowhere near the cost to society if aircraft 
cannot take off on a winter day due to a cyberattack. Historically, 
only in the Danish financial sector, market forces have been suffi-
cient to drive cyber resilience to a very high level [44]. In the case 
of public sector, the political level can decide how much resources 
are taken from other tasks and dedicated to resilience, but who 
and how should the difference between the general society’s and 
the small airport enterprise’s incentive to invest in resilience be 
covered?

www.acigjournal.com�


Denmark’s Sector Responsibility Principle: A Tedious Cyber Resilience Strategy

www.acigjournal.com  –––  acig, vol. 3, no. 2, 2024  –––  doi: 10.60097/ACIG/189870 [262]

Recent research indicates that cyber security and resilience are 
often not a high priority in Denmark’s many SMEs. In some cases, 
this is because implementation appears economically and/or tech-
nically challenging. In other cases, the task is too far from the expe-
rience and expertise of SMEs’ leadership to rise to a sufficient level 
of attention to result in taking action [45, 46]. Since the introduction 
of the first national Danish strategy in 2014, Danish governments 
have primarily placed funding for implementation on the defence 
budget [47, p. 13; 48, p. 11]. This is in light of the magnitude of the 
task likely insufficient to cover the actual costs in all sectors. For 
instance, the Confederation of Danish Industry (Dansk Industri, DI) 
that promotes the interests of the SME sector assessed it as unlikely 
that the allocated 270 mio. DKK were sufficient to cover the 34 ini-
tiatives presented in the 2021 strategy [4, p. 5; 49].

5.  The SRP is the right principle for Danish  
cyber resilience, but demonstrated political 
priority does not fully match stated ambitions
As the examples of this article have demonstrated, the 

state’s role in establishing and maintaining comprehensive cyber 
resilience in CI is both highly complex and fraught with political 
and economic incentives to give the task less priority than a purely 
operational perspective might recommend. The Russian full-scale 
invasion of Ukraine in February 2022 has accentuated the need for 
resilience and the state’s role in that regard. Denmark’s national 
CERT has, along with other Western intelligence services, warned 
about an increased risk of Russian ‘hactivism’, and Danish banks, 
airports, ministries, and other CI have been the target for Russian 
distributed denial-of-service (DDOS) attacks [50–55]. 

The Danish strategies have, since 2014, along with EU’s NIS direc-
tives, established a framework for solving the task. The strategies 
have, like in the rest of Scandinavia, built on SRP and contain the 
elements necessary to replace the state’s role as ‘the societal engi-
neer’ of the past with ‘the societal gardener’ of today and tomor-
row. Governments from both sides of the parliament have built on 
their predecessors’ strategies to establish institutions and frame-
works to, for instance, identify and designate CI, assess the level 
of resilience, provide threat warning, and facilitate PPP. Also, the 
latest strategy’s focus on SME opened a new and important area 
for implementing measures for cyber resilience.

However, as demonstrated by the examples, the implemented pol-
icies have still been insufficient to overcome incentives to give the 
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task less than the necessary priority, even within the public sec-
tors, as demonstrated by the limited progress of ISO27001 imple-
mentation and the serious deficiencies in CI systems identified by 
Rigsrevisionen. SRP is the proper tool for the task, but the inher-
ent threat from implementing it as the ‘sector responsibility avoid-
ance principle’ has yet to be overcome – a challenge that Denmark 
shares with all Nordic countries that apply SRP [1, p. 274]. Ambitious 
headlines in the current and coming strategies do not decide the 
outcome. Only the government’s will and tenacity actually imple-
ment resilience measures through oversight, control, facilitation, 
guidance, and resource allocation.
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Abstract
According to the European Union Agency for 

Cybersecurity’s (ENISA) Threat Landscape (ETL) report 2020, phish-
ing is the most commonly used type of cyberattack. Phishing is 
the technique of delivering false communications that appear to 
be from a real and respectable source, typically via e-mail or text 
message. The attacker aims to steal money, obtain access to sen-
sitive data, and login information, or install malware on the vic-
tim’s device. Data from the same report shows that during the 
COVID-19 pandemic, phishing attacks increased by 667% in one 
month. Simultaneously, warnings about expected waves of phish-
ing e-mails at Masaryk University in Czechia were encountered 
more often. However, at the time this article was written, there 
was de facto no anti-phishing research dealing with the problem of 
phishing attacks on Czech universities. The present article focuses 
on unintentional human error on the side of students of Masaryk 
University. The main aim of this article is to uncover the profile 
of the user who is most prone to victimisation of phishing in the 
university setting. These results were achieved by performing two 
real-life phishing simulations. Data suggests that female students 
are more prone to crash for targeted e-mails. At the same time, all 
students are more susceptible to spear-phishing attacks than to 
the generic ones. Findings are explained by analysing the empirical 
results of the two real-life phishing attacks conducted. 
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1.  Introduction 

We live in the information age, where connected 
devices and end-users increase daily [1]. The num-

ber has significantly risen with the COVID-19 pandemic because of 
home offices, online education, and entertainment via platforms 
during leisure time [2]. However, cybersecurity education rarely 
preceded this shift, which exposed a big group of end-users to 
cyberattacks daily. Different devices and technologies are used 
in people’s personal lives, the companies they work for, the uni-
versities they study at, and the political institutions that govern 
them. Nevertheless, institutions cannot solely rely on a technolog-
ical aspect of cybersecurity because of its interdependence. The 
importance of the human factor is still present, and the threat 
is growing simultaneously with the number of institutions that 
undergo speeded digital transformation, which is more than 
ordinary during these strange times of the COVID-19 pandemic. 
Institutions try to maintain the quality of virtual communication 
and, simultaneously, assure security in cyberspace while the shift 
has increased remote activities on the Internet. Human error 
continues to be the weakest link of cybersecurity – intentionally 
or unintentionally [3]. This vulnerability creates many opportuni-
ties for cybercriminals to attack human perception, rather than 
security measures through social engineering. Social engineer-
ing techniques trick individuals or organisations into accomplish-
ing actions that benefit attackers or provide them with sensitive 
data [4]. The 2021 Data Breach Investigations Report (DBIR) states 
that social engineering has been responsible for 37% of all 
breaches in 2021 [5]. 

Notably successful were phishing attacks. A phishing attack is a 
cyberattack that exploits human vulnerability by disguising oneself 
as a trustworthy entity to influence or gain private information by 
sending an e-mail [6]. According to social engineers, 90% of all sent 
e-mails (294 billion each day) are spam and viruses, which means 
that e-mail is a significant vulnerability. The Anti-Phishing Working 
Group reported that phishing attacks hit an all-time high in 
December 2021 (316,747 attacks per month), meaning that phish-
ing attacks have tripled since the early 2020 [7, p. 2]. Data from 
last year shows us that phishing aimed at the education sector is 
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increasing [5]. Universities are often a target, mainly because they 
store private and financial information and academic records of 
thousands of students and members of faculties. One disadvantage 
is their transient nature, which makes education about cybersecu-
rity malpractices more complicated [8]. The vulnerability posed by 
phishing is often used effectively to the largest extent. Therefore, 
universities have a significant interest in protecting themselves 
from malicious cyberattacks. At a time when phishing is still in the 
limelight and the success rate of attacks on universities is increas-
ing, there is virtually no research in the academic environment of 
the Czech Republic that focuses on the vulnerability of students and 
their ability to guess whether an email is legitimate or fraudulent.

This article focuses on unintentional human error and its threat to 
institutional cybersecurity by conducting real-life phishing simula-
tions. The research goal of this experiment is to assess the profile 
of a student who is most susceptible to phishing and to provide 
the foundation for understanding how vulnerable students of the 
Faculty of Social Studies (FSS) at Masaryk University are. Phishing 
vulnerability is compared in two categories of e-mails – one generic 
and another targeted (spear-phishing). The research is limited to 
the Faculty of Social Studies at Masaryk University in Brno due to 
limited resources for this research. At the same time, this research 
provides a basis for similar research on a larger scale in the future.

The remainder of this article is organised as follows. Section 2 pro-
vides a literature review summarizing previous studies; Section  3 
describes the methodology employed; Section 4 presents the 
results and analysis of data; and the final section discusses the 
implications of the findings. 

2.  Literature Review 
The first phishing e-mail was sent in 1990 [9]. Fast forward 

20 years, and it is the most commonly used tool for compromising 
an institution [10]. Many information security scholars have found 
phishing in a university community a research area of interest. 
Although studies have been performed before also, the most sig-
nificant momentum has occurred in the past decade. Researchers 
have begun exploring what could be the user profile of a person 
most likely to react to phishing. Because of this, studies to cap-
ture demographics connected to phishing susceptibility have been 
administered in different universities worldwide. In the following 
section, related studies are discussed. 
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2.1.  Phishing in General
Jerry Felix and Chris Hauck first outlined phishing as a 

strategy in which a third party imitates a genuine source to under-
take a malicious operation at an Interex Conference in 1987. 
However, there does not appear to be a definite understanding of 
phishing techniques. Phishing has its own set of terminology that 
appears regularly in the literature. Mass, spam, and blanket phish-
ing are examples of such words. They all have characteristics in 
common, such as many messages sent, misleading targeted indi-
viduals, impersonation of a sender, and data collection via social 
engineering [11–13].

Studies on phishing attacks’ occurrence and success rate are con-
ducted regularly. Overall, they all show an increasing tendency of 
phishing attacks [5, 7, 11, 14]. 

Previous studies have suggested that users are more prone to 
phishing if they are solicited by known entities in more targeted 
e-mails [14–17]. 

2.2.  Phishing Susceptibility and Demography
Studies have been conducted to measure the rela-

tionship between demographic factors and phishing suscepti-
bilities [14, 17–19] and to identify factors that predict phishing 
susceptibility [20]. 

Younger students presented themselves as more vulnerable in 
Jagatic et al.’s study, in which females became victims in 77% 
of cases, while males’ proportion was 65% [14]. This study was 
performed on 487 selected students from Indiana University 
aged 18–24 years. On the other hand, this study was unique 
because it used personal information acquired from social 
media to send phishing messages to a target pretending to be 
a known friend.

Sheng et al. performed a role-play survey shared with 1001 respon-
dents (only 29% of them were students) to learn more about the 
relationship between demographics and phishing susceptibility. 
Their results showed that females were more prone to phishing 
than males [18]. This is because females had less technical train-
ing and technical knowledge than males. Another finding was 
that participants aged 18–25 years were more susceptible than 
other groups. The age category of 18–25 years corresponds to the 
approximate age of university students. 
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Researchers from Carnegie Mellon University explored different 
age groups in their empirical phishing experiment. The study was 
based on the sending of phishing e-mails to a group of 515 partic-
ipants. Results showed that 62.3% of the users in the age group of 
18–25 years fell prey to the phishing e-mail, while 41.1% of the users 
in the age group of 26 years or older were tricked similarly [21]. 

Hong et al. explored the behavioural, cognitive, and perceptual 
attributes that make individuals more vulnerable to phishing. Of 53 
respondents, over 92% were somewhat defenceless towards phish-
ing [22]. In this experiment, it was revealed that females were less 
likely to uncover phishing e-mails. 

Diaz et al.’s study conducted in 2019, where phishing e-mails were 
sent to 450 uninformed students at the University of Maryland, 
resulted in 60% of participants clicking on the phished e-mail; how-
ever, the study discovered no significant correlation between gen-
der and susceptibility [19]. 

In Broadhurst et al.’s quasi-experimental study, 138 students were 
exposed to fake e-mails to connect demographic factors to phishing 
susceptibility. However, no correlation was found. All the variables 
indicated that international and first-year students were deceived 
more significantly than domestic and later-year students [17]. 

Many studies have been conducted over the past few years, mostly 
based on role-play investigations. This setup allows researchers 
to assess the effectiveness of phishing attacks without undertak-
ing real-world phishing tests. Users respond to questions using 
role-playing to examine a possible security situation. The prelimi-
nary findings are analysed and summarised to identify potential 
phishing victims [14, 18]. 

A controlled phishing experiment was also used, in which individ-
uals were sent an actual phishing e-mail that directed them to a 
phishing website. The phishing website does not capture or keep 
any personal data. On the other hand, this website keeps track of 
the number of victims and perhaps their usernames. The informa-
tion gathered can be used to measure user security awareness and, 
in the future, to improve security training [15, 19, 21, 23]. 

Although all previous studies focused on demography and suscep-
tibility, they used different methods to find out results. None of 
the above studies explicitly focused on the gender of students and 
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susceptibility to phishing by using phishing simulation. The cur-
rent study uses the latter technique and concentrates on finding 
whether females or males in a university setting are more prone to 
opening a phishing e-mail, and which type of e-mail is opened more 
often by sending a decoy e-mail to registered participants to help 
understand the current vulnerability of students of social studies. 

3.  Methods 
In this section, details of the methodology of this research 

are presented. 

3.1.  Structural Overview 
The aim is to create conditions similar to a real-life envi-

ronment while maintaining secure surroundings for collaboration, 
privacy, and dignity in research. We opted for a phishing simulation 
campaign in which realistic decoy e-mails were sent to students. At 
the same time, Google Analytics and SalesHandy helped us gather 
accurate data on the dangers of phishing on social studies faculty – 
two phishing e-mails were used – one generic, although adjusted to 
the current situation, and another targeted (spear). The first phase 
comprised obtaining a list of target identities to experiment on; 
and the second phase comprised preparing a technical background 
for an experiment. This was followed by sending decoy phishing 
e-mails and gathering data. 

3.2.  Data Collection
The first step was to assemble participants. Participants 

were not chosen randomly, as mentioned in the literature, but vol-
untarily through a registration form. The registration form con-
sisted of questions on demographic information (age, gender, 
studies, year of studies, and language of their studies) and an 
informed consent. With this, participants had the chance to learn 
the purpose, benefits, and risks before deciding or declining to par-
ticipate in the study. Crucial to the experiment was soliciting uni-
versity e-mail, which was later used as an entrance to complete 
research. Students were approached in November 2021 through 
the social network Facebook and Discord; they were able to reg-
ister until the end of the year. Responses were collected through 
Enalyzer, a data-gathering and processing platform. Initially, 101 
students registered. The number reduced to 68 due to incomplete 
data in some cases. After collection of all data, participants were 
assigned numbers to anonymise their identity and keep an overview 
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of the results. The Faculty of Social Studies at Masaryk University 
had 2804 students. With standard statistical technique [24], it was 
determined that a sample size of 68 students was applicable for a 
confidence level of 95% and with ±11.33% margin of error. For char-
acteristics of the whole tested group, see Table 1. 

3.3.  Phishing Web Creation 
The following step was to prepare a technological back-

ground to capture all feedback. To execute practical experiments, 
a functional website was needed, ideally similar to a faculty website 
that somehow counts the activity. For that purpose, the decision 
was to use the framework Django, a tool developed in the program-
ming language Python. Because the only functionality requested of 

Table 1. Characteristics of Sample.

Characteristic Participants (N = 68)

Gender

Male 44%

Female 54%

Others 1.5%

Age (years)

<21 31

21–25 60

26–31 6

>31 3

Studies

Environmental Studies 1.5

International Relations 40

Media Studies 7

Political Science 9

Psychology 7

Social Policy and Social Work 7

Sociology 7

Language

Czech 90

English 10
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the website was to appear legitimately and measure visits, a default 
Django project was created. 

The consequent step was obtaining the visual side – which was 
achieved by using a web browser tool to view the HTML source 
code of the MUNI newsletter. This source code was copied, slightly 
adjusted, and set as a visual for the homepage of the Django 
project. We created one more page to count the hits of a tar-
geted e-mail. The appearance of this page was not significant, so 
it contained just some simple HTML structures with the statement 
announcing that the visitor has been phished, it was a part of the 
experiment, and two useful links to relevant sources: one for the 
NÚKIB1 website, and another for MUNI security. 

For the last requirement, counting visitors, Django extension called 
Django-hit count was used. This extension counts webpage hits by 
analysing the requests sent – website traffic. Later on, it was found 
that it did not work as needed, so this option was abandoned, and it 
was decided to look for other options. 

The Google Analytics tool was used for the purpose of this exper-
iment. A Google token was generated to make it operative, and 
HTML to the page’s source code was added. Besides counting the 
visitors, Google Analytics provided us with much additional helpful 
information about them, such as operating system, whether partici-
pants used mobile or desktop access, and the browser. 

The Django project was then ready to be deployed online. Heroku 
hosting was used for that purpose because it provided simple free 
hosting for projects written in Django. Heroku also allowed the use 
of custom domain names, which were essential for the success of 
this experiment. Because it allowed adjusting the domain, it looked 
more similar to the MUNI domain (muni.cz). 

The domain name we chose for the experiment was 
muninewsletter.cz, for two simple reasons: it looks identical to 
MUNI, and it enabled the use of social engineering. The informa-
tion was obtained to make it look like a credible institution. After 
doing market research online to find the best offer for this domain, 
we opted to go with godaddy.com. It simultaneously created an 
e-mail for this domain suited for the usage. After purchasing the 
domain name, the only thing remaining was to set it to redirect 
to Heroku. That was achieved by setting nameservers at godaddy.
com to redirect to Heroku nameservers, which then directed the 
user to our project. 

1 NÚKIB is National 
Cyber and Information 
Security Agency in Czech 
Republic. 
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3.4.  E-mail Setup
Creating a functionalised e-mail to store all responses was 

the next step when the website was set up and started working. 
For this purpose, a tool called SalesHandy was used. The e-mail 
address was chosen to be as similar as possible to the original. The 
e-mail address from which the university sends newsletter e-mails 
is studenti@newsletter.muni.cz. The e-mail address used for this 
experiment was studenti@newslettermuni.cz. The difference was 
in one dot. This method is called link manipulation; it is a technical 
disguise. The link is slightly altered to make the user believe it more 
and then redirects to the phisher’s website. 

After SalesHandy was connected to the e-mail address studenti@
newslettermuni.cz, it enabled sending e-mails with tracking and 
planning the e-mail campaign. The most significant features of this 
tool were showing who opened, replied, and clicked on the link in 
the sent e-mail. This facilitated recording participants’ behaviour 
after the decoy e-mail was sent. 

3.5.  Phishing E-mail Design 
Phishing e-mails were inspired by the phishing archive 

of Berkeley University of California [25] to copy the usual visuali-
ties that real phishing e-mails in the university environment have. 
Social engineers use different techniques intending to be success-
ful. Phishers are getting more sophisticated; phishing attacks incor-
porate greater details and context to become more effective and, 
therefore, more perilous for society [14]. Thus, both e-mails were 
written in the Czech language, because most registered respon-
dents studied the Czech programme, and the main goal was to 
make it look real. 

Because of that, with the first e-mail, we tried to be as precise as 
possible. For the first e-mail, the generic one, the decision was to 
copy the student’s newsletter. 

We used e-mail spoofing, where information from a section of 
the e-mail was falsified, making it appear as if it was coming from 
a legitimate source – Masaryk University. The second approach is 
website cloning; with this technique, we copied a legitimate web-
site and an e-mail of the student newsletter and tried to deceive 
students into clicking on the link. These fake sites usually trick indi-
viduals into entering personally identifiable information (PII) or 
login credentials or attacking directly. For a higher click rate, the 
current situation was used. Specifically, students were presented 
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with an e-mail in which they could find more information on how 
Masaryk University is helping with the conflict in Ukraine. This topic 
was chosen because it is presently happening and attacks human 
emotions, which is one of the preconditions for successful phish-
ing [9]. After clicking on the link, participants were redirected to the 
website, which looked like the webpage of Masaryk University but 
had spelling mistakes. This created space for conscious individuals 
to report this situation to MUNI IT team. The purpose of the second 
e-mail was to be more personal; hence, copying of an e-mail which 
announces the receiving of a document in the information system 
of Masaryk University. This e-mail was sent with spelling errors, and 
the link, http://www.newslettermuni.cz/outside/, did not match the 
e-mail’s subject.

3.6.  The Realisation of Experiments 
Tryouts were executed before completing the first experi-

ments to ensure that sent e-mails would not be delivered to spam. 

The first e-mail was sent out on 2 March 2022. Two days later, the 
second e-mail type was sent on 4 March 2022. Two-month delay after 
collecting primary data was due to the waiting period, which was 
supposed to gain time to prepare the experiment‘s technical back-
ground and ensure that participants would not have a fresh mem-
ory of signing up for the experiment. E-mails were sent during the 
campaign, which ensured the delivery of e-mails at approximately 
the same time. Two days after the last e-mail was sent, the data was 
downloaded and converted to the .xlxs format for further analysis.

4.  Results
Susceptibility is not homogenous among internet users; 

many factors influence individuals’ decision-making and online 
behaviour. The present study seeks to determine the profile of 
a student most vulnerable to phishing and, based on results from 
previous research, confirm whether male or female students of FSS 
MUNI SCI are more susceptible to be victimised by phishing e-mails 
[14, 17–19]. The following text presents general observations of this 
study, followed by a comparison of the results from phishing suscep-
tibility to two types of e-mails. In this research, falling for phishing is 
defined as clicking on the link in the e-mail, according to the research 
which was published in 2021 [26]. The distinction is made between 
not opening an e-mail, opening an e-mail and clicking on the link in 
the e-mail. The phishing campaign and collection of the responses 
lasted the first forty-eight hours after delivering the e-mail. 
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4.1.  General Observations 
Altogether, 136 e-mails were sent. Participants were most 

susceptible to thespear-phishing e-mail, which announced the 
delivery of a document to the IS of MUNI. This e-mail was tailored 
for the students of Masaryk University because it informs the recip-
ient from the second-person point of view. Of all participants, 74% 
opened this e-mail, and 96% of those who opened it also clicked on 
the link. This was noticeably different in the case of the first e-mail, 
which was opened by 34% of respondents, and on the link clicked by 
52% of those who had opened the e-mail. Overall, there appeared 
to be an increasing trend concerning scam and scam susceptibility 
in normalised proportions, with increasing success for more indi-
vidualised and tailored scam rather than the generic one. 

4.2.  The First E-mail
The first e-mail was not opened by 66% of respondents. 

34% of participants opened the e-mail, and 52% also clicked on the 
link contained in the e-mail. This e-mail aimed to be general but 
slightly adjusted for the attention of university students, so the 
e-mail domain fits the perspective. Regarding the male–female 
ratio, of 45 people who did not open the e-mail, 18 were males, 
26 were females and one other. While this first e-mail was mainly 
ignored by females, the ratio was equivalent when opening the 
e-mail. Of 23 people who opened the e-mail, 12 were males and 11 
were females. More females clicked on the link, but the difference 
was minimal; the male–female ratio was 5:7. This thesis focuses on 
’male‘s and ’female‘s susceptibility to phishing; however, partic-
ipants marked other demographic information in the registration 
form.For the whole list of characteristics, see Table 2. Data that 
were insignificant due to the low number of responses captured 
are excluded from the table. The success rate of this first e-mail 
was 18%. 

4.3.  The Second E-mail
The second e-mail brought different results. Only 18 par-

ticipants did not open the e-mail, while 50 users opened it. From 
that, 48 people clicked on the link in the e-mail, making for a 96% 
clicking rate. In the case of the second e-mail, two persons alerted 
the CSIRT2 MUNI team. Of 18 people who did not open the e-mail, 
7 were males, and 11 were females. The e-mail was opened by 
19  male respondents, 30 female respondents and one other. 
Further, 17 male and 30 female respondents clicked on the link, 
showing higher susceptibility to phishing in females. The sample of 

2 CSIRT stands 
for Computer Security 
Incident Response Team, 
and it handles security 
incidents on computer 
networks. This type of 
group is usually associated 
with a specific region or 
organisation; in this case, 
the Masaryk University.
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Table 2. Characteristics of the First E-mail.

Characteristics Didn’t open the 
e-mail (N = 45)

Opened the 
e-mail (N = 23)

Clicked on the  
link (N = 12)

Males 18 12 5

Females 26 11 7

Others 1 0 0

International Relations 18 9 4

Psychology 11 8 5

Political Science 6 1 0

>21 years 14 7 2

21–25 years 26 15 10

2nd 12 3 1

3rd 12 7 5

4th 11 5 4

respondents consists of a more significant proportion of females 
than males, and the reason for this is that it reflects more female 
students at the FSS; the male–female ratio was 30:37. The success 
rate of the second e-mail was 71%. 

After clicking on the link, participants were directed to the page 
announcing that they were phished and linked to useful links to 
learn more about phishing attacks from the NÚKIB or MUNI secu-
rity team. 

The last e-mail of this type was sent on 4 March 2022 at 22:15. 
Approximately 24 h later, on 5 March 2022, respondents numbered 
16 and 54 started a debate on the suspicious e-mail on the FSS vir-
tual campus on discord. Participants discussed whether it was part 
of a training or a real security threat. After exchange of short mes-
sages, they concluded that the best would be to report it to the 
CSIRT MUNI. And so they did; both participants communicated this 
information to the relevant team, who told them that this was part 
of a research for thesis. For further data concerning the second 
e-mail, see Table 3.

4.4.  Comparison 
From the results listed above, it is clear that the second 

targeted e-mail was more successful; however, what was the dif-
ference? We examined the effect of gender on participants to 
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Table 3. Characteristics of the Second E-mail.

Characteristics Didn’t open the  
e-mail (N = 18)

Opened the  
e-mail (N = 50)

Clicked on the  
link (N = 48)

Males 7 19 17

Females 11 30 30

Others 0 1 1

International
Relations

8 19 18

Psychology 4 15 14

Political Science 2 5 5

<21 years 6 16 14

21–25 years 9 32 32

1st 4 10 9

2nd 4 11 10

3rd 4 15 15

4th 6 10 10

see whether gender differences exist in responding to phishing 
susceptibility. 

In the case of the first e-mail, the opening of an e-mail was compa-
rable between genders. The results showed that 12 males and 11 
females opened it. 

Numbers almost doubled when it came to the targeted e-mail. The 
second e-mail was opened more times by females, even though 
the number of participants in both groups was roughly the same 
(30 males and 37 females were registered for this study). 

It was found that the first type of phishing attack equally deceived 
female and male subjects. However, in the second type of phish-
ing, almost 63% were female compared to 36% male victims, which 
was in accordance with the study of Jagatic et al. [14] and Sheng 
et al.  [18], where the authors found that females were more sus-
ceptible to the spear-phishing risk. 

A low percentage of subjects clicking on the link (18%) suggests 
that the more targeted the e-mail, the more significant the threat. 
From the second e-mail, it was clear that males were less suscepti-
ble to falling prey to phishing attacks than females. The results also 
indicated that females were more likely to click on phishing links. 

[280]

www.acigjournal.com


Vulnerability of Students of Masaryk University to Two Different Types of Phishing

www.acigjournal.com  –––  acig, vol. 3, no. 2, 2024  –––  doi: 10.60097/ACIG/190268

4.5.  Google Analytics – Profile of the User 
Google Analytics provides additional information about 

the operating system and the browser through which users 
accessed the phishing site. This information helped to more accu-
rately define the user profile of those who were victimised by phish-
ing in this research and provided a framework for developing a new 
hypothesis in future research related to the factors that make users 
vulnerable to phishing attacks. 

Because the first e-mail demonstrated a success rate of 18% for sus-
ceptibility to phishing, to create a profile of a student of FSS susceptible 
to phishing, the data obtained by the second decoy e-mail was used. 

Females clicked on the link in the e-mail with a ratio of 30:17, thus 
making them user‘s first attribute. The highest click rate was in 
the age category of 21–25 years. However, this may be negligible 
due to the disproportion of the sample in this category. Across dif-
ferent university year groups, the sample was divided compara-
bly. Students reached the highest susceptibility in the third year. 
From the perspective of studies, the highest number occurred 
for students of International Relations, followed by students 
of Psychology. Provided by Google Analytics, most users used 
Windows as their operating system and entered the web page from 
their desktop, specifically from the Google Chrome browser. Table 4 
summarises all the factors connected with susceptibility to phishing 
attacks in the present research. 

5.  Discussion
According to the literature review, the specificity of scams 

may influence phishing attack susceptibility; that is, people are more 
likely to be deceived by scams tailored to their specific circumstances 

Table 4. Profile of a Highly Susceptible User.

Highly susceptible

Age (years) 21–25

Gender Females

Education International relation

Year of studies 3rd

Operating system Windows

Desktop/mobile Desktop

Browser Google chrome
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than scams with generic content. We used two scam types – generic 
and spear-phishing – to check whether respondents were more vul-
nerable to spear-phishing attempts than generic ones. This logic 
was confirmed. More than twice as many people opened the more 
targeted e-mail; 23 participants opened the generic e-mail, while 
the targeted phishing e-mail was opened by 50. 

In the present study, the success rate was 18% for the first e-mail 
and 71% for the second e-mail, which is considerably closer to the 
type of phishing where e-mails were constructed based on gath-
ered information. 

The high success rate in the second e-mail indicates that students 
are more susceptible to targeted phishing than the generic one. 
This number is alarming but not unusual among university stu-
dents. The success rate was comparable to the results of a study 
done by Jagatic et al. [14], which had a success rate of 72%. However, 
this high number opens a space for discussing basic cybersecurity 
knowledge among university students because they represent a 
highly vulnerable group. 

Results suggest that the more susceptible gender to targeted phish-
ing e-mails is females because the clicking rate in their case was 81%, 
while 63% males clicked on the link in the second phishing e-mail. 

A real-life fraud experiment on human subjects was witnessed in 
this study, with highly valuable ethical implications. How can one 
learn about students‘ sensitivity to phishing without them know-
ing but keeping it in a natural setting? In this experiment, this was 
solved through a signed registration form. However, this ethical 
issue was at the expense of a more significant number of partici-
pants and also the moment of surprise, even though we waited for 
2 months for the preparation of experiment post-registration. 

This article, however, had several limitations. The first was the 
insufficiency of the sample size for generalisation. The final num-
ber of respondents was 68, as many had to be excluded because of 
insufficient information. Hence, a limitation in presenting the pat-
tern of findings and analysis. Because of the small sample size, the 
scope of analysis was also limited. Even though it was not signifi-
cant in the case of this study, this could be an opportunity for future 
researchers in this area because, as stated before, the number of 
clicking on the links was alarming. Statistics were partly collected 
manually, creating space for human error because of accidental 
occurence of miscounting. 
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One of the aspects which helped this research was the usage of its 
own domain. This raised the overall level of legitimacy of e-mails. It 
also allowed to measure users‘ susceptibility to higher-level phishing 
attacks, requiring higher understanding and awareness to fail victims.

Future research could apply a more extensive phishing simulation 
to determine the variables influencing students‘ scam susceptibil-
ity. Understanding the factors that influence phishing susceptibility 
could help with customised cybersecurity education, thereby pro-
tecting against phishing and other forms of cybercrime. 

6.  Conclusions
In conclusion, this article presented the design and results 

of two phishing campaigns conducted among students of the 
Faculty of Social Studies at Masaryk University. Through a phishing 
campaign simulation using e-mails, the practical study enabled a 
deeper investigation of the phenomenon of phishing at universi-
ties, providing insight into the susceptibility of different genders. 
Based on the obtained click rate percentage, more cybersecurity 
education and awareness are required.

Results from phishing simulations indicate that students are prone 
to be victims of targeted phishing to a much greater extent than 
generic phishing e-mail, which does not compel action. Females 
opened and clicked on the phishing e-mails almost twice as often 
as males. According to the findings, phishing assaults are still 
one of the most severe threats to individuals and institutions. The 
phishing cycle is mainly driven by human interaction. Phishers 
frequently exploit human weakness, increasing the possibility  of 
victimisation by phishing. Despite the limitations of this work, we 
consider it beneficial for a better understanding of the issues and 
future research. Exploring phishing threats and vulnerabilities in a 
university setting is especially crucial because everyone, employ-
ees and students alike, is accountable for handling the institution‘s 
data. As the sophistication of phishing attempts enhances, the like-
lihood of a university being targeted also increases. We can person-
alise focused prevention for such groups if we conduct a study and 
determine the most vulnerable groups.
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Abstract
The advancement of artificial intelligence (AI) has 

introduced both significant opportunities and challenges, with 
deepfake technology exemplifying the dual nature of AI’s impact. 
On the one hand, it enables innovative applications; on the other, 
it poses severe ethical and security risks. Deepfakes exploit human 
psychological vulnerabilities to manipulate perceptions, emotions, 
and behaviours, raising concerns about the public’s ability to dis-
tinguish authentic content from manipulated material. This study 
examines the methods of influence embedded in deepfake content 
through the lens of Robert Cialdini’s six principles of persuasion. 
By systematically analysing how these mechanisms are employed 
in deepfakes, the research highlights their persuasive impact on 
human behaviour, particularly in scenarios such as financial fraud. 
To address the challenges posed by deepfake technology, this 
study introduces DEEP FRAME, an original tool for systematically 
recording and analysing deepfake content. DEEP FRAME integrates 
technical and psychological analysis, enabling the identification of 
technological characteristics and manipulation strategies embed-
ded within deepfakes. The findings underscore the need for a 
holistic and interdisciplinary approach that combines technological 
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innovation, psychological insights, and legal frameworks to counter 
the growing threat of deepfakes.

Keywords 
social engineering, cybersecurity, cyberpsychology, deepfake, DEEP 
FRAME tool

1.  Introduction

While artificial intelligence (AI) has the potential 
to revolutionise key aspects of human life – from 

work and education to health and security – its development also 
introduces significant ethical and societal risks. One of these is the 
emergence of deepfake technology, identified by researchers at 
University College London in 2020 as one of the most dangerous 
AI-enabled crimes due to its potential for malicious use [1].

Deepfakes actually pose a significant challenge to researchers and prac-
titioners seeking effective strategies to protect individuals and societies 
from manipulation. The potential of deepfakes to influence perception 
and decision-making raises serious concerns about information integ-
rity across a variety of sectors, including politics, media, and the private 
domain. Despite the critical nature of this problem, existing research 
has mainly focused on technical aspects, such as detecting fake con-
tent. Therefore, our work focuses on an interdisciplinary approach, 
combining technological and psychological knowledge about the 
mechanisms of persuasion used in deepfakes. Additionally, we pro-
pose the DEEP FRAME tool for the systematic analysis of deepfakes, 
which takes into account both technical and psychological aspects.

The term ‘deepfake’ is derived from English and combines two 
words: ‘deep learning’ and ‘fake’. It refers to a technology that 
uses AI to generate videos, images, and sounds so realistic that 
distinguishing it from authentic material becomes challenging. The 
term ‘deepfake’ was first used at the end of 2017 by an anonymous 
Reddit user operating under the pseudonym ‘deepfakes’. This 
individual utilised deep learning methods to create video content 
in which the faces of performers in adult films were replaced with 
those of recognisable public figures [1–3].

1.1.  The Unexpected Challenges of Detecting Deepfakes
Until recently, content generated by AI was characterised 

by relatively low quality and contained easily identifiable errors, 
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such as distorted facial features, unnaturally rendered skin, or 
hands depicted with more than five fingers. However, advance-
ments in machine learning techniques and the increasing com-
putational power of modern systems have made contemporary 
deepfakes nearly indistinguishable from authentic content, exhibit-
ing an exceptionally high level of realism. 

It is important to note that not all deepfakes produced today 
achieve hyperrealistic quality, but many of these videos are con-
sumed on mobile devices, where smaller screen sizes and lower 
resolution settings can mask imperfections and make distinguish-
ing them from real content significantly more challenging. 

Detection of deepfakes is a complex issue. Research shows that 
human ability to recognise deepfakes varies considerably, with 
detection accuracy ranging from 57% to 89%. This suggests that 
even in the most optimistic scenario, individuals fail to identify 11 
out of every 100 deepfakes, while in the most pessimistic case, as 
many as 43 out of 100 deepfakes go undetected [4].

1.2.  Deepfake Technology as a Tool for Cybercriminal Activity
Although the online dissemination of false content is 

not a novel phenomenon, the advent of deepfake technology has 
enabled cybercriminals to engage in malicious activities on an 
unprecedented scale. Deepfakes are employed in a range of crim-
inal endeavours, including extortion, reputational damage, the 
manipulation of political processes, disinformation, and financial 
frauds. According to the assessment conducted by the authors of 
the publication ‘AI-enabled future crime’, deepfake technology may 
inflict the most substantial harm and yield the greatest potential 
profits for cybercriminals [5].

Cybercriminals frequently integrate deepfake technology with 
social engineering strategies to enhance the effectiveness of their 
activities. They exploit various human psychological vulnerabili-
ties, such as the ease of eliciting trust, the propensity to act under 
time pressure, and susceptibility to suggestion. By doing so, cyber-
criminals can construct deceptive narratives and influence the 
behaviours of potential victims, ultimately aiming to gain access to 
sensitive information.

Deepfake technology poses threats not only to individual users 
but also to businesses, government institutions, and international 
organisations. By exploiting human beings’ natural tendency to 
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trust the authenticity of perceived images and sounds, cybercrim-
inals destabilise cognitive processes, affecting emotions, attitudes, 
and perceptions of reality. As a result, victims of such manipulation 
often make irrational decisions and engage in behaviours based on 
false premises, potentially leading to severe personal and profes-
sional repercussions.

In March 2022, as reported by the Reuters news agency, a deepfake 
of Ukrainian President Volodymyr Zelensky appeared on the social 
media platform X, calling on Ukrainian soldiers to lay down their 
weapons. It can be inferred that the purpose of this deepfake was 
to undermine morale and create confusion during an active armed 
conflict. Although the footage was almost immediately identified 
as inauthentic, its deceptive nature was not immediately apparent 
to all viewers – particularly older people or those less familiar with 
technological advances. This example illustrates how dangerous 
the spread of false content on social media can become in times of 
armed conflict and highlights the serious social and political reper-
cussions that can result.

In recent times, the Russian Federation’s production and large-
scale dissemination of deepfake content has become increasingly 
intense. Merely one day following the terrorist attack of 22 March 
2024, a fabricated video emerged in which the image of Oleksiy 
Danilov, Secretary of the National Security and Defense Council of 
Ukraine, was integrated into a format resembling a professional 
television interview. This footage served as part of a broader dis-
information campaign aimed at attributing responsibility for the 
incident to Ukraine. To create this material, archived footage from 
16 March 2024 – originally depicting Kyrylo Budanov, the head of 
the Main Directorate of Intelligence of the Ministry of Defense  – 
was repurposed by substituting his likeness. Despite propagan-
dists’ efforts, the quality of the fabricated material remained 
low. Advanced voice cloning tools and lip sync techniques were 
employed to synchronise mouth movements with the manipu-
lated statements; however, the final result was far from seamless. 
Visual distortions, unnatural synchronisation of lip movements 
with speech, and notable blurring – especially around the neck 
and mouth – remained discernible to vigilant observers. It must 
be acknowledged, however, that not all audiences are capable of 
detecting such subtle signs of interference. A previous attempt at 
using a similar disinformation strategy was recorded in October 
2022, involving voice cloning to gain access to confidential informa-
tion from the drone manufacturer Bayraktar. In this instance, per-
petrators impersonated Ukraine’s Prime Minister, Denys Shmyhal, 
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but their attempt was thwarted. This underscores the need for con-
tinuous improvement in methods of detection and countering such 
threats.

Recently, there has been a marked intensification in the use of 
fraudulent investment advertisements as tools for extracting per-
sonal data and financial resources. Such content appears on social 
media platforms, websites, and even as sponsored advertising 
materials. A defining characteristic of these schemes is the promise 
of rapid profits with minimal risk, often reinforced by the use of rec-
ognisable figures from the worlds of politics, business, entertain-
ment, or finance.

Fraudsters increasingly produce complex audiovisual materials 
whose aesthetics and format resemble those of news programmes. 
They incorporate the likenesses of well-known presenters and 
journalists, who appear to endorse ‘investment opportunities’ or 
prompt viewers to take specific actions, such as clicking on a link or 
downloading an application.

According to information published in the British newspaper The 
Guardian, in early February 2024, the Hong Kong police reported 
that cybercriminals had employed deepfake technology to steal 
nearly £20 million. An investigation was launched following a 
report from an employee of a British company operating a branch 
in China, who informed the police that she had been coerced into 
transferring a significant sum of money into bank accounts desig-
nated by individuals posing as high-ranking company officials. Prior 
to executing the transfer, the employee had participated in a vid-
eoconference with the chief financial officer and other members of 
the management team. The investigation subsequently revealed 
that the individuals participating in this meeting were generated by 
AI [6].

Cybercriminals produce a diverse array of materials, each tailored 
to distinct target audiences. To promote fictitious investment ven-
tures, they frequently use the likenesses of politicians and busi-
ness leaders, intending to foster trust among individuals interested 
in traditional forms of investment. In contrast, content featuring 
celebrities and influencers are commonly deployed in advertis-
ing mobile applications – such as those simulating online casinos 
or games – primarily attracting younger audiences seeking enter-
tainment. For older or unwell individuals, cybercriminals create 
deceptive ‘miracle’ drug or medical procedure advertisements, 
capitalising on the credibility associated with renowned physicians, 
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athletes, or religious figures. Among the widely publicised cases 
reported by the media are as follows:

•	 A ‘gas pipeline investment’ scam in which an elderly resident of 
Lower Silesia lost half a million PLN after believing promises of 
high returns on a purported investment project [7].

•	 A crime involving the misappropriation of funds under the 
guise of investing in Baltic Pipe gas pipeline shares. Victims, 
enticed by the reputation of this strategic energy project, ulti-
mately lost their life savings [8].

•	 The case of a 35-year-old woman who invested approximately 
150,000 PLN in a fraudulent crypto currency scheme. Exploiting 
her lack of experience and promising quick and guaranteed 
profits, the scammers induced significant financial losses [9].

All the above examples underscore the growing significance of 
fraudulent investment advertisements as tools employed by 
cybercriminals. Given the substantial social harm caused by such 
offenses, it is imperative to conduct in-depth research into the 
mechanisms governing the creation, distribution, and reception of 
this type of content, as well as to implement effective educational 
programmes and advanced technological measures. Such actions 
are crucial for reducing the scale of losses suffered by potential vic-
tims and for enhancing security within the digital environment.

It should be emphasised that deepfakes and social engineering are 
mutually reinforcing phenomena, giving rise to a new generation of 
threats characterised by a high level of technological sophistication 
and effectiveness in manipulating human behaviour. Unfortunately, 
conventional protection methods, which predominantly rely on 
technological safeguards, have proven insufficient. Consequently, 
countering deepfakes necessitates an interdisciplinary approach 
that integrates psychological, technological, and legal expertise.

2.  Purpose
This study aimed to analyse the use of Cialdini’s persua-

sion strategies in deepfake videos and present a DEEP FRAME – an 
original tool for recording and analysing deepfake content.

3.  Methods
3.1.  Deepfake Selection and Transcription
Given the objectives outlined in this study, a deepfake 

video observed on social media platforms in Poland between May 
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and July 2024 was selected to serve as the central case study. The 
sample was limited to Polish social media platforms to tailor the 
analysis to the local cultural and social context. The sample selec-
tion in our study was intentional. This video was purposefully 
chosen to ensure that it provided a diverse and comprehensive 
representation of deepfake-related content, encompassing a wide 
range of narrative structures, emotional triggers, and psycholog-
ical attributes. Transcript analysis, therefore, incorporated both 
qualitative and quantitative methodologies, offering insights into 
the persuasive techniques at play, including mechanisms rooted in 
emotional appeal, authority, and social proof.

In the second stage, the researchers conducted the transcription 
of deepfake videos. The study employed automatic speech recogni-
tion (ASR) models to transcribe audio from deepfake videos. These 
models, often underpinned by large language models (LLMs), are 
specifically designed to accurately transcribe audio recordings into 
written text.

It should be emphasised that one of the primary challenges faced 
by ASR models is their limited ability to process noisy audio record-
ings. In cases of low-quality audio, where background noise, music, 
or other interferences are present, transcriptions may be incom-
plete or inaccurate. Under such conditions, models often gener-
ate extraneous elements in the text, such as phrases like ‘subtitles 
sounds...’ or other artifacts caused by misinterpretation of back-
ground noise. Another significant challenge arises when interpret-
ing words that are mispronounced or articulated in an unusual 
manner. ASR systems tend to substitute such words with alterna-
tives that better align with the surrounding context. This can result 
in distortions, particularly when proper nouns, technical terms, or 
slang expressions are replaced with incorrect equivalents.

Furthermore, transcriptions may contain repetitive words, sen-
tences, or even entire speech segments. These repetitions often 
stem from the model’s uncertainty regarding the interpretation 
of specific audio fragments or errors in the speech recognition 
algorithm. ASR models also struggle with recordings that feature 
shifts in accent or pronunciation. This issue becomes particularly 
pronounced when the speaker’s intonation changes or when an 
accent characteristic of another language is introduced, such as 
Polish speech interspersed with Russian or English accents. In such 
scenarios, models may generate what are referred to as ‘linguis-
tic hallucinations,’ introducing foreign language fragments into the 
transcription [10].
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3.2.  Cialdini’s Persuasion Strategies
This study applied Robert Cialdini’s six principles of social 

influence – reciprocity, commitment and consistency, social proof, 
authority, liking, and scarcity – to analyse deepfake [11]. The deep-
fake’s transcript was analysed by a psychologist, who, drawing on 
their knowledge of influence techniques and professional experi-
ence, classified specific sections of the text as particularly persua-
sive. This assessment considered key persuasion mechanisms, such 
as authority, social proof, emotional appeal, and the principles of 
scarcity and reciprocity.

The principle of reciprocity refers to the innate human tendency 
to reciprocate benefits received from others, even in the absence 
of necessity. The analysis focused on identifying elements within 
deepfake videos that could evoke a sense of obligation or an incli-
nation to reciprocate in the viewer. For instance, the videos may 
imply exclusivity in the presented information, potentially prompt-
ing viewers to reciprocate by further sharing the content.

The principle of commitment and consistency emphasises individ-
uals’ tendency to maintain alignment between their actions and 
decisions over time. The study examined whether the deepfakes 
employed techniques designed to prompt initial low-commitment 
actions, such as liking or sharing content, which could subsequently 
foster greater engagement.

The principle of social proof is based on the influence of others’ 
behaviours on an individual’s decision-making process, particularly 
in new or ambiguous situations, where people tend to follow the 
actions of others as a guide. The analysis assessed whether the 
deepfake materials incorporated elements, such as positive com-
ments, or references to perceived broad social support, which could 
amplify the message by creating the impression that the stance 
presented is widely accepted and endorsed.

The authority principle is based on the tendency of individuals 
to place trust in and act upon information provided by perceived 
experts or leaders. The analysis examined whether the deepfake 
materials featured prominent figures, such as politicians, scientists, 
or opinion leaders, leveraging their perceived authority to enhance 
the credibility and impact of the message.

The liking principle refers to the idea that individuals are more likely 
to be persuaded by those they perceive as likable or who share sim-
ilarities with them. The analysis investigated whether the deepfake 
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materials employed references to shared cultural and social values 
to strengthen their persuasive impact on recipients.

The principle of scarcity emphasises the perceived value of infor-
mation by suggesting its limited availability. The study analysed 
whether the deepfake materials strategically employed techniques 
implying rarity, exclusivity, or urgency in the message, which could 
facilitate expedited decision-making or deepen viewer engagement 
through psychological pressure.

4. Results
4.1.  Deepfake Analysis
4.1.1.  Deepfake Transcript

You all know me. My name is Rafał Brzoska. I am a professional 
businessman and investor. Today is your lucky day. This page 
is available to only 100 people, and you are one of the few who 
will have the opportunity to make money and change your life. 
Only the most determined individuals will be able to achieve 
this. Of the 100 invited, only fifty of the most ambitious will 
take advantage of my offer. So let’s get straight to the point. 
When I say this will change your life, I don’t mean 2000 or 
10,000 złotys. I mean an amount that will allow you to quit your 
job and go home. It’s like early retirement or an additional 
pension – several times larger than your regular savings.

Before you leave this page thinking I’m a complete fool, 
wait a moment and listen to me. This isn’t another video 
about someone trying to scam you out of your money, 
because I respect you and want to earn your trust. I won’t 
make empty promises like everyone else. What’s the differ-
ence between those scammers and me? First, I am Rafał 
Brzoska, and I don’t need anything from you. I will provide 
you with proof that my project actually works. Promising 
you millions tomorrow is a lie, just like other empty prom-
ises, but four thousand PLN a day is absolutely achievable. 
Just do the math. Four thousand PLN a day equals 28,000 
PLN a week or 1,96,000 PLN a month.

Now listen carefully. This video can only be viewed once. 
If you leave this page, you won’t have another chance to 
return because your link will expire, as will your oppor-
tunity to make money. This has nothing to do with Forex 
stocks, financial pyramids, or any other nonsense you may 
see everywhere. I spend most of my life creating projects 
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that can improve the lives of every individual. The soft-
ware we develop is better than all competitors thanks to 
its unique technologies and can be used on any computer 
or phone. Its unique AI-based analytical features allow it to 
stay ahead of market trends, ensuring exceptional success 
across all financial markets. The algorithm does everything 
for you. All you have to do is watch the results.

We tested our product on a small group of volunteers, each 
of whom earned over 24,000 PLN within the first week. 
I don’t want to disappoint you, but you can only make 
16,000 PLN, which is still a lot of money, isn’t it? No, you 
don’t need any special skills. If you’re watching this video, it 
means your device supports this platform. You’re probably 
wondering why I chose you and didn’t keep such a unique 
algorithm for myself if it can generate such significant prof-
its. The answer is simple. I decided to offer this program to 
100 random users, but it turned out that only fifty of them 
would actually try to change their lives. I hope you are 
among those fifty people who want to become financially 
independent because you have the chance to try our algo-
rithm for free and change your life.

In return, I ask you to write a short review so that people 
for whom our program will cost 4000 PLN a month know 
it really works. The more free clients I get now, the more 
paying customers I’ll have once I start selling the program. 
But let’s get back to the point. Imagine receiving 4000 PLN 
every day. You’ll no longer have to worry about not having 
enough money to pay your rent. Taking a vacation several 
times a year? No problem. Buying a house and paying off 
all your debts? That’s no issue. Providing your children with 
access to the best schools and travelling to the most luxuri-
ous destinations will certainly not be a problem. Imagine a 
life where you don’t have to worry about anything.

The most important thing is time. If you start at the right 
moment, you can earn a lot of money. If you delay, you may 
end up like 99% of other people. Now the most important 
information. Pay close attention. To start using the pro-
gram, you need to visit the website, enter the necessary 
details, and then your personal manager will contact you to 
answer all your questions and grant you access to the plat-
form. From that moment, your life will change. You can call 
it a new life, and I’m sure you won’t regret it.
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The transcription demonstrates that persuasion mechanisms are 
systematically and deliberately employed, creating a cohesive 
and highly effective framework for persuasion. By integrating a 
nuanced combination of emotional and rational appeals, the deep-
fake strategically manipulates the audience, fostering a sense of 
trust, urgency, and a perceived necessity to act. This structured 
approach highlights the potential of deepfakes to exert significant 
influence on individual decision-making and behaviour, particu-
larly within the context of digital environments. Table 1 provides a 
detailed analysis of the transcripts.

4.2.  DEEP FRAME tool
In Appendix 1, we propose a DEEP FRAME tool designed 

for analysts that enables a comprehensive examination of deepfake 
content through an interdisciplinary approach. DEEP FRAME is a 
self-reported tool that includes a set of questions about both tech-
nical and psychological elements of deepfakes.

The proposed tool offers a wide range of benefits, serving as a valu-
able resource for interdisciplinary research on deepfake content 
by integrating both technological and psychological perspectives. 
The data and analyses it generates have the potential to advance 
significantly the development of more sophisticated algorithms 
for detecting manipulated content. Beyond its contributions to 
research and detection, the tool holds considerable promise for 
public education, as the insights it provides can support the design 
and implementation of effective awareness campaigns. Moreover, 
it strengthens our capacity to understand emerging threats and 
devise targeted strategies to mitigate their impact. By combining 
elements from computer science, psychology, and communication 
studies, it ensures a more thorough evaluation of the subtle and 
overt manipulations embedded in digital media.

The DEEP FRAME tool facilitates the systematic collection of knowl-
edge about deepfakes. The collected data is categorised based on 
key parameters, such as the type of manipulation, the technologies 
used, and the context of publication. A technical module provides 
analysis of the quality of video and audio, potential artifacts of 
manipulation. A unique feature of the tool is its ability to conduct 
psychological evaluations of deepfake content. This module identi-
fies persuasive techniques. Such analyses deepen our understand-
ing of the manipulative mechanisms employed in deepfake content. 
The DEEP FRAME tool enables the monitoring of global trends in the 
use of deepfake technology, helping to identify emerging threats. 
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Table 1. Psychological analysis.

The principle of  
social influence

Examples Frequency Comments

The principle of 
reciprocity

‘I respect you and want to earn your 
trust’.
‘The more free clients I get now, the 
more paying customers I’ll have once I 
start selling the program’.
‘...you have the chance to try our 
algorithm for free and change your life, in 
return, I ask you to write a short review...’

3 Building commitment by offering a free 
program and expressing appreciation. 
Offering something for free may create 
a sense of obligation in the recipient to 
write a review in return or take action.

The principle of 
commitment and 
consistency

‘Before you leave this page thinking I’m a 
complete fool, wait a moment and listen 
to me’.
‘Only the most determined individuals 
will be able to achieve this’.
‘Of the 100 invited, only 50 of the most 
ambitious will take advantage of my 
offer’.
‘I hope you are among those 50 
people who want to become financially 
independent’.

4 Creating a sense of uniqueness and the 
need to act among the chosen ones. 
The recipient is gradually drawn into the 
process through initial commitments, 
such as qualifying for the ‘most 
ambitious’ and ‘most determined’ 
group. This principle emphasises the 
need for consistency in action – once the 
recipient has been selected, they should 
prove their determination by taking 
advantage of the offer.

The principle of  
social proof

We tested our product on a small group 
of volunteers, each of whom earned over 
24,000 PLN within the first week. 
‘… and you are one of the few who will 
have the opportunity to make money and 
change your life’.

2 Pointing to the success of other users 
and the elitism of the group. Social proof 
elements are visible through references 
to group tests and the success of other 
users. Emphasising the ‘exceptionality’ 
of the group of 100 people creates a 
sense of elitism, but also of universal 
support for this initiative.

The principle of 
authority

‘You all know me. My name is 
Rafał Brzoska. I am a professional 
businessman and investor’.
‘I am Rafał Brzoska, and I don’t need 
anything from you’.
‘The algorithm does everything for you. 
All you have to do is watch the results’.

3 Using Rafał Brzoska’s image and 
technology as a source of credibility. 
The principle of authority is applied by 
referring to a person (businessman 
Rafał Brzoska) presented as an expert 
and emphasising the technological 
advantage of the algorithm.

The principle of  
liking

No clear manifestations of sympathy 
building

0

The principle of 
scarcity

‘This page is available to only 100 
people’.
‘This video can only be viewed once’.
‘If you leave this page, you won’t have 
another chance to return because your 
link will expire, as will your opportunity to 
make money’.

3 Time pressure and limited number of 
places as a motivator for action. The 
inaccessibility is strongly emphasised 
by the limited number of places, unique 
access to the site, and the need to make 
a decision immediately. This principle 
increases the pressure on the recipient 
to act quickly.
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5.  Conclusions
Artificial intelligence has the potential to revolutionise key 

aspects of human life; however, it also introduces profound ethical 
and societal challenges. Deepfake technology exemplifies this dual 
nature, offering innovative opportunities on one hand and unprec-
edented ethical and societal risks on the other. As highlighted in 
this study, deepfakes have become a sophisticated tool capable of 
undermining trust, spreading disinformation, and facilitating cyber-
crime on a global scale.

The authors of this study argue that it is crucial to reserve the term 
‘deepfake’ exclusively for materials explicitly designed to mislead, 
propagate disinformation, manipulate, cause harm, or discredit 
individuals. This is particularly relevant to malicious applications, 
such as financial frauds, disinformation campaigns, blackmail, or 
criminal impersonation. We are aware that this definition of the 
term ‘deepfake’ is narrow, but we intentionally adopt it to empha-
sise the unethical nature of deepfakes. While broader definitions 
may encompass a wide range of applications, including creative and 
harmless uses, our approach facilitates a clear distinction between 
the ethical and innovative uses of AI – those that foster creativity 
and positively impact the society – and practices that violate individ-
ual rights and erode public trust.

Deepfakes, when combined with social engineering techniques, 
exploit human psychological vulnerabilities, such as trust and 
urgency, to manipulate perceptions, emotions, and behaviours. 
Leveraging established principles of persuasion, such as those 
identified by Cialdini, they amplify the perceived credibility of mes-
sages and raise significant concerns about the ability of individu-
als and organisations to distinguish truth from deception in critical 
scenarios, including political campaigns, armed conflicts, and finan-
cial frauds.

The growing sophistication of deepfake technology, often render-
ing content indistinguishable from authentic material, poses severe 
challenges for detection. Even in cases where imperfections are 
present, the prevalent use of mobile devices for content consump-
tion obscures subtle indicators of manipulation, further complicat-
ing detection efforts.

Countering deepfakes effectively necessitates an interdisciplinary 
approach that integrates psychological insights, advanced techno-
logical tools, and robust legal frameworks. Psychological research 
plays a pivotal role in elucidating how deepfakes influence human 
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behaviour while technological advancements improve detec-
tion capabilities. Simultaneously, legal measures must address 
regulatory gaps to ensure accountability for the misuse of such 
technologies.

This study introduces DEEP FRAME, an innovative tool designed to 
systematically record and analyse deepfake content. By integrat-
ing technical and psychological analysis, DEEP FRAME enables the 
collection of critical data, including technological characteristics, 
emotional impact, and manipulation patterns, fostering the devel-
opment of more effective countermeasures. Additionally, the tool 
supports interdisciplinary collaboration by creating a comprehen-
sive database to inform educational initiatives, policy-making, and 
technological advancements. The DEEP FRAME tool facilitates the 
systematic collection of knowledge about deepfakes. The collected 
data is categorised based on key parameters, such as the type of 
manipulation, the technologies used, and the context of publi-
cation. These categorisations help to reveal patterns and correla-
tions, providing a structured basis for further analysis and tailored 
countermeasures. This tool enables the monitoring of global trends 
in the use of deepfake technology, helping to identify emerging 
threats.

Deepfakes represent a new generation of threats, combining tech-
nological sophistication with manipulative effectiveness. The find-
ings of this study underscore the urgent need for a collaborative 
response that integrates technological innovation, psychological 
research, and legal regulation. Tools such as DEEP FRAME play a 
critical role in advancing these efforts, offering a comprehensive 
platform to analyse and mitigate the risks posed by this rapidly 
evolving technology. By addressing these challenges holistically, 
society can navigate the ethical and security dilemmas associated 
with AI and safeguard trust in the digital age.

5.1.  Limitations
The study was limited to a single case, which may not 

reflect the full diversity of situations occurring in the deepfake 
phenomenon. The results may be difficult to generalise to a larger 
population or other contexts. The results depend on the quality of 
the data available on the case being studied. Short deepfakes that 
last, for example, for 1 minute will have significantly fewer persua-
sive fragments compared to longer materials that last, for example, 
for 3 minutes. However, the authors of the study plan to conduct 
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further in-depth research in the future on the phenomenon of 
using influence methods in deepfakes.
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Appendix 1. DEEP FRAME tool.

Module 1 – Technical analysis

Are there visible artifacts in the material? 	� Yes
	� No

Is the audio in sync with the video lip movement? 	� Yes
	� No

Is the area around the mouth and teeth more blurred or 
sharper than the rest of the image?

	� Yes
	� No

Does the voice sound natural? 	� Yes
	� No 

Are there audio artifacts, such as clicks, distortions, or unnatural 
breaks?

	� Yes
	� No

Is there a shift in accent or tone, suggesting a foreign language 
influence?

	� Yes
	� No

How do you rate the level of realism of the material? 	� Low quality (easy to detect)
	� High quality (difficult to detect)
	� Hyper-realistic (virtually indistinguishable)

Are there signs of editing or manipulation (cuts, shifts)? 	� Yes
	� No

Are there background interferences, such as static noise, 
patterns, watermarks, halftones, or visual masks?

	� Yes
	� No

Does the content include logical errors or inconsistencies? 	� Yes
	� No

Are there grammatical errors or incorrectly pronounced words 
in the content?

	� Yes
	� No

Module 2 – Psychological analysis

The principle of social influence Examples Frequency Comments

The principle of reciprocity

The principle of commitment and consistency

The principle of social proof

The principle of authority

The principle of liking

The principle of scarcity

Module 3 – Scope and context

Does the context of the publication suggest a specific target 
audience?

	� Children
	� Eldery people
	� People with chronic diseases
	� Adutls
	� Men
	� Woman
	� Non-binary people
	� The voters
	� Believers of conspiracy theory
	� Others…
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What is the purpose of the material? 	� Parody
	� Disinformation
	� Financial fraud
	� Discredit 
	� Blackmail
	� Violation of privacy and dignity

Does the material use the image of a leader, expert, or 
celebrity?

	� Yes
	� No
	� Provide the name and surname of the leader, 
expert, or celebrity

Did the material appear during the election campaign? 	� Yes
	� No

What is the risk level? 	� Material may influence election results or 
political decisions

	� Material may generate hate speech or escalate 
social conflicts

	� Material may damage the reputation of a 
public or private person

	� Material may lead to fraud
	� Material may influence public opinion

Module 4 – Recomendations

Final steps 	� Necessary confirmation (fact-checking) from 
trusted sources

	� Reporting to the platform administration or 
services

	� Educating recipients: publishing warnings and 
guides on manipulation
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Abstract
In the contemporary digital landscape, cyberattacks and 

incidents have placed cybersecurity at the forefront of priorities in 
organisations. As organisations face cyber risks, it becomes imper-
ative to implement and comply with various cybersecurity policies. 
However, due to factors such as policy complexity and resistance 
from employees, compliance can be a challenging task. The study, 
which took a comprehensive approach, investigated the variables 
that affect an organisation’s adherence to cybersecurity policies. 
The findings of this study provide insights into the challenges 
and factors influencing compliance with cybersecurity policies in 
organisations. A case study design was chosen as part of a quali-
tative approach to answer the research question. For data gather-
ing, semi-structured interviews were performed, and the existing 
documents were also considered when available to supplement 
interviews. The gathered data was meticulously organised, coded, 
and analysed using the Actor-Network Theory perspective, with a 
focus on its four moments of translation: problematisation, inter-
essement, enrollment, and mobilisation. The analysis revealed that 
insider threats and phishing attempts are the two cyber threats 
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that affect organisations; behavioural challenges and enforce-
ment limitations are the factors that influence and contribute to 
the non-compliance of cybersecurity policy; phishing exercises and 
policy development processes are used to enforce cybersecurity 
policies. 

Keywords 
cybersecurity policies, compliance challenges, insider threats, phishing 
attempts, Actor-Network Theory (ANT)

1.  Introduction

Cybersecurity is not just a growing concern in specific 
regions but a global issue that affects countries 

around the world. This is evident in South Africa, where public 
and private organisations are constantly under threat from cyber-
attacks and incidents, leading to significant financial losses. The 
nation’s high Internet access rate and increasing adoption of infor-
mation and communication technology (ICT) have created a digital 
paradox situation where technological advances present countless 
opportunities for a country’s development but also lead to a prolif-
eration of cyber incidents and cyberattacks [1]. 

South Africa continues to be one of the most targeted nations in 
the world and Africa despite all the efforts [2–4]. The problem could 
be attributed to the fact that less focus has been put on human-
related vulnerabilities, which represent the main target in most 
modern and recent cyberattacks and cyber incidents [5, 6].

This study aimed to analyse cybersecurity policy compliance in 
organisations. The study’s results can be applied to direct and 
enforce agents’ (end-users) compliance, through which cyber 
activities can be monitored and managed so as to minimise cyber 
incidents and cyberattacks within organisations. This study is 
underpinned by Actor-Network Theory (ANT), which is recognised 
as a social-technical theory. ANT is an increasingly used frame-
work in social sciences, such as information systems, to examine 
the interactions between existing actors and how networks are 
built.

1.1.  Aims, Objectives, and Research Questions
The aim of this study was to analyse the level of compli-

ance with cybersecurity policies in organisations and to understand 
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the factors influencing this compliance. The objectives were as 
follows:

•	 To identify cyberattack and incidents registered by organisations. 
•	 To understand factors that contribute to and influence non-

compliance with cybersecurity policies in organisations.
•	 To examine how cybersecurity policy compliance is enforced in 

organisations.

The main question driving the study was: What are the factors 
influencing cybersecurity policy compliance in organisations? The 
outcome of this question could inform organisations on how to 
implement and enforce cybersecurity policies effectively, thereby 
improving their overall cybersecurity posture and reducing the risk 
of cyberattacks and incidents. The main question was refined with 
three sub-questions: (1) What are the cyberattacks and incidents 
that affect organisations? (2) What are the contributing and influ-
encing factors to the non-compliance with cybersecurity policies in 
organisations? (3) How is cybersecurity policy compliance enforced 
in organisations?

2.  Literature Survey
In keeping with the objectives and research questions, this 

literature survey covered cyberattacks and incidents, cybersecurity 
in organisations, and cybersecurity policy before briefly introducing 
and defending ANT as the lens through which analysis took place.

2.1.  Cyberattack and Cyber Incidents
Millions of cyberattacks and incidents occur annually, 

causing significant financial losses and disruptions across various 
organisations [7]. As described by Hruza et al. [8], a cyberattack is an 
act perpetrated within cyberspace aimed at compromising cyberse-
curity objectives, including confidentiality, integrity, and availability, 
through activities such as data theft, modification, unauthorised 
access, destruction, or control of cyberspace infrastructure ele-
ments. Additionally, Ferreira [9] defines a cyber incident as a breach 
or imminent threat of breaching computer security policies, accept-
able use policies, or standard security practices.

Organisations encounter diverse cyber threats due to evolving 
technologies and the constant development of new methods by 
malicious actors or hackers to compromise organisational assets’ 
confidentiality, integrity, and authentication [10]. These threats 
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affect organisations, consumers, and stakeholders. Research indi-
cates a shift in concern from traditional physical crimes to cyber-
crimes among organisations and their consumers [11].

Contemporary cybersecurity literature categorises cyber threats 
into four main groups: cyber terrorism, hacktivism, cybercrime, 
and cyber warfare [12]. Cybercrime, in particular, has escalated 
over the years, emerging as a significant concern for governments, 
private entities, and individuals [13]. Despite being a prevalent 
threat, cybercrime often receives less attention [12]. Reports high-
light South Africa’s vulnerability to cybercrimes, with statistics from 
Norton’s cybercrime report in 2011 indicating high victim rates in 
South Africa and China [11, 14]. Furthermore, the Global Economic 
Crime and Fraud Survey for 2018 identified South Africa as the 
world’s second most-targeted nation due to inadequate policing, 
underdeveloped laws, and inexperienced end-users [15]. Therefore, 
this study aims to identify the cyberattacks and incidents faced by 
organisations.

2.2.  Cybersecurity in Organisations
The 2007 cyberattack on the Republic of Estonia thrust 

cybersecurity into prominence, showcasing the potential destabil-
isation of modern countries and organisations through ICT [16, 17]. 
Subsequently, cybersecurity has emerged as a significant concern 
for individuals and organisations globally, driven by the escalat-
ing frequency of cyberattacks and incidents, leading to substan-
tial economic and safety repercussions for inadequately protected 
institutions [18].

Failure in cybersecurity not only results in costly losses for organisa-
tions but also poses critical risks to human lives, as hackers possess 
the capability to manipulate information systems, hindering the 
dissemination of evacuation alerts during emergencies [19]. The 
annual cost of cybercrime and economic espionage to the global 
economy is estimated to range from $375 billion to $575 billion [19], 
with South African organisations losing approximately 20 billion 
rand annually to cybercrimes [20].

Despite growing awareness of the importance of cybersecurity, 
some challenges persist in fostering global cooperation and align-
ment in combating cyber threats. A divergence in understanding 
cybersecurity among nations can affect collaborative efforts [21]. 
Nations, such as South Africa, have developed national cyber-
security strategies (NCSS) to articulate their understanding of 
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cybersecurity and to establish a harmonised framework of termi-
nology and concepts [21].

Cybersecurity is defined as ‘the collection of tools, policies, secu-
rity concepts, safeguards, risk management approaches, actions, 
training, best practices, assurance, and technologies to protect 
the cyber environment, organisation, and user assets’ [21]. South 
Africa’s vision regarding cybersecurity is to create a trusted and 
secure environment where ICT can be confidently utilised by indi-
viduals and organisations [22].

The South African perspective supports the importance of safe-
guarding human as well as non-human actors in cyberspace, thus 
aligning with Bada and Sasse’s [23] view that cybersecurity extends 
beyond protecting organisational assets to securing human users 
of ICT systems. Moreover, Mosca [24] asserts that effective cyberse-
curity measures enhance organisational sustainability and compet-
itiveness by reducing vulnerability to cyber threats.

2.3.  Policy and Compliance
Organisations have implemented technical measures 

to combat cybercrimes, including firewalls, Intrusion Detection 
Systems (IDS), Intrusion Prevention Systems (IPS), and other tech-
nological solutions [25]. However, relying solely on technology 
is insufficient against hackers’ evolving tactics, emphasising the 
necessity of integrating technical measures with robust security 
policies for effectiveness [10]. Security policies play a pivotal role in 
regulating and governing user behaviour within organisations, yet 
their implementation poses challenges [26].

Bayuk et al. [27] define policy as encompassing all regulations and 
laws aimed at maintaining organisational cybersecurity. A security 
policy outlines procedures and processes for employees to uphold 
the confidentiality, integrity, and availability of organisational 
resources. While having a cybersecurity policy is essential, experts 
stress the importance of compliance. Bulgurcu et al. [28] emphasise 
the need for organisations to understand and enhance employee 
compliance with existing policies to strengthen security measures.

Cavelty [29] asserts that cybersecurity policy is crucial for address-
ing global security challenges, focusing on common issues, such as 
vulnerability and privacy through regulatory frameworks. However, 
despite the presence of policies, there remains a gap between pol-
icy availability and employee practices, with non-compliance posing 
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significant risks [30, 31]. Consequently, organisations deploy aware-
ness campaigns through various mediums like emails, posters, 
newsletters, and training modules [32].

Such approaches may only create a semblance of awareness, rather 
than fostering genuine compliance. Sannicolas-Rocca et al. [26] 
advocate for methods to improve and enforce employee adher-
ence to security policies. Against this background, we examined the 
development, communication, and enforcement of cybersecurity 
policies within organisations.

2.4.  Actor-Network Theory
Michael Callon, Bruno Latour, and John Law introduced 

ANT in the early 1980s where they emphasised the interactions and 
relationships within heterogeneous networks [33, 34]. ANT focuses 
on the construction, rather than the purpose of a network, with 
actors and networks being its core components. Both human and 
non-human entities are considered actors, and they are treated 
equally within networks. Actors can include technologies, tools, cul-
tural meanings, and environmental conditions [35, 36].

In ANT, heterogeneity refers to networks comprising diverse ele-
ments [37, 38], where interactions among actors, such as people, 
technologies, texts, and others, form the basis of society [38]. 
Networks consist of established connections between actors, 
requiring movement and translation for their formation [39]. They 
facilitate collaboration among actors to address problems or create 
new entities [40].

Translation is a four-step process that involves problematisation, 
interessement, enrollment, and mobilisation. It is integral to net-
work creation [41, 42] and involves persuading actors to accept roles 
and responsibilities that shape actor-network relationships [43].

Problematisation is the initiation phase of translation. Here, the 
focal actor identifies and describes the problem, aligns interests, 
and negotiates common goals [42, 44]. An obligatory passage 
point (OPP) represents a proposed solution during this phase [43]. 
Interessement follows problematisation and involves the recruit-
ment of actors based on defined roles and responsibilities, 
persuading them of the problem’s significance and proposed solu-
tion [42, 43]. Successful interessement leads to enrollment, where 
roles and responsibilities are assigned to recruited actors, and 
alliances and relationships are defined [43]. Enrollment succeeds 
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when actors accept their assigned roles, fostering a robust network 
of allies [42]. Upon completion of problematisation, interessement, 
and enrollment, mobilisation ensues, as designated spokespersons 
mobilise allies to act in alignment with their roles and responsibili-
ties [42, 43].

3.  Methods 
This section discussed the case-study research approach 

and explain how the participating organisations and individual 
participants were sampled before discussing the collection of 
data through recorded Zoom interviews and the analysis of data 
through the lens of ANT. The analysis of the research was guided 
by ANT’s four moments of translation – problematisation, interes-
sement, enrollment, and mobilisation. These moments help in iden-
tifying the defined problem, negotiating interests, recruiting actors, 
assigning roles, and mobilising allies within the context of cyberse-
curity policy compliance.

3.1.  Research Approach and Sampling
This study focused exclusively on exploring organisa-

tion employees’ attitude towards organisation cybersecurity pol-
icy, employing a case study design for its ability to investigate 
phenomena within their natural settings [23]. The flexibility of case 
study design allows for the examination of various research ques-
tions while considering contextual influences [23]. The qualitative 
case study methodology is deemed valuable for studying complex 
phenomena within their contexts [23].

Despite challenges in obtaining sufficient samples due to the 
topic’s sensitivity, three South African-based organisations were 
included in the study, with one functioning as a cybersecurity 
service provider [23]. The selection criteria focused on organisa-
tions with cybersecurity departments responsible for maintain-
ing the Confidentiality, Integrity, Authenticity (CIA) triad [23]. The 
use of pseudonyms ensured anonymity for the organisations: 
HollanRaph for Case 1, NoahGabi for Case 2, and LenJo for Case 3.

HollanRaph, a large higher education institution with over 5000 
staff located in Gauteng province, demonstrates a strong commit-
ment to cybersecurity through the establishment of a dedicated 
cybersecurity department and policy. This organisation functions as 
a dynamic network involving both human actors and non-human 
actants. NoahGabi, another large higher education institution in 
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Western Cape province, boasts over 32,000 students and 5000+ 
staff, positioning itself as one of the largest institutions in the 
region. Despite its size, NoahGabi acknowledges the importance 
of cybersecurity and maintains a dedicated team onsite to address 
related concerns. Lastly, LenJo, a small IT services and consult-
ing firm based in Gauteng province, plays a significant role in the 
South African information technology (IT) landscape. Specialising in 
business-to-business (B2B) ICT solutions, LenJo serves a diverse cli-
entele ranging from small businesses to multinational enterprises. 
With a focus on business process digitalisation, cybersecurity ser-
vices, and ICT skills development, LenJo aims to emerge as a leader 
in its field.

Four participants were purposively selected from these organisa-
tions and interviewed via Zoom, with the interviews being recorded. 
Participant 1 holds the position of manager: IT risk and compliance 
with over 10 years of experience, contributing to the HollanRaph 
case. Participant 2, a senior systems engineer specialising in net-
works and information security with over 10 years of experience, 
also pertains to the HollanRaph case. Participant 3, the chief exec-
utive officer (CEO) and security specialist at LenJo, brings over 9 
years of experience to the study. Participant 4, serving as manager 
of IT strategic services, has over 10 years of experience and is asso-
ciated with the NoahGabi case.

3.2.  Data Analysis
Interview data were transcribed, cleaned, and analysed. 

The analysis aimed to extract meaningful information from the col-
lected data through transcription, facilitating easier management 
and analysis [45]. Employing ANT’s four moments of translation – 
problematisation, interessement, enrollment, and mobilisation – 
guided the analysis from three perspectives: the existence of actors 
(human and non-human), creation of networks, and interactions 
and relationships [42, 43]. These moments were utilised to iden-
tify the defined problem, negotiate interests, recruit actors, assign 
roles, and mobilise allies [42, 43]. ANT proved beneficial in identify-
ing actors, including focal actors, and examining network creation 
and actor relationships, enhancing the understanding of the phe-
nomenon [43]. By considering both human and non-human enti-
ties, ANT allowed us to obtain insights into how connections and 
interactions contributed to network formation, which was particu-
larly relevant in understanding cybersecurity policy involving vari-
ous entities [39].
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4.  Results and Discussion
Using ANT as a lens, our analysis focused on actors, 

networks, and moments of translation. We identified the actors 
involved in cybersecurity activities, examined their roles, and 
assessed the implications. Similarly, the study explored the net-
works existing within cybersecurity activities in South African organ-
isations. The moments of translation, involving negotiation among 
actors within heterogeneous networks, helped to understand the 
complex and multidimensional nature of cybersecurity activities, as 
described by Dlamini and Modise [14].

4.1.  Actors
In ANT, actors encompass both human and non-human 

entities capable of influencing their environment [46]. Both humans 
and non-humans are integral to cybersecurity activities. Human 
actors, including technical (IS/IT personnel) and non-technical 
counterparts, play roles delegated or voluntarily assumed within 
organisations involved in cybersecurity. Technical personnel have 
various roles, such as IT risk and compliance managers, IT strate-
gic services managers, security specialists, and systems engineers. 
At the same time, non-technical actors include business person-
nel, end-users, managers, clients, and partners. Non-human actors 
directly or indirectly involved in cybersecurity activities include 
cybersecurity policies, phishing exercises, computer systems and 
networks, and security awareness programmes. These compo-
nents encompass written policies, phishing simulations, computer 
systems and networks, and security awareness initiatives aimed at 
informing and educating organisational personnel about potential 
threats and best practices [46].

4.2.  Networks
In cybersecurity policy compliance, actor networks facil-

itate collaborative problem-solving and entity creation [40]. 
Networks, heterogeneous in nature, comprise diverse actors, both 
human and non-human, with an actor potentially belonging to 
multiple networks. Major actor-networks in this context include 
the organisation, risk committee, IT managers, business manag-
ers, technologists, and end-users. Each network has distinct roles 
and responsibilities in managing cybersecurity policies [40]. The 
executive committee, comprising leadership personnel, drafts 
and enforces cybersecurity policies and standards. Business man-
agers oversee compliance with policies and processes to achieve 
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organisational objectives. Technologists, including IT engineers and 
security specialists, develop training and methods for cybersecurity 
activities. Internal end-users utilise organisational information sys-
tems, while external end-users, such as clients and partners, also 
face cybersecurity risks [40].

4.3.  Moments of Translation
In ANT, translation is concerned with negotiations that 

occur within networks. The negotiations are shaped by the inter-
actions that happen among actors, which are influenced by various 
interests. Transformations are observed within organisations based 
on negotiations and activities. There are four moments in the pro-
cess of translation: problematisation, interessement, enrollment, 
and mobilisation [47]. 

Problematisation: As described by Jessen and Jessen [43], this is 
where the focal actor(s) identify and define the problem. In the con-
text of ANT, a problem is not necessarily a broken thing but requires 
a solution, in some cases, an improvement [48]. Organisations are 
challenged with cyberattacks and incidents particularly with insider 
threats and phishing attempts type. The insider threats and phish-
ing attempts are from different sources. Some of the sources are 
internal, and others are external. The internal sources are related 
to the end-users’ behaviours and are either conscious or uncon-
scious. Irrespective of the consciousness or the unconsciousness of 
end-users’ behaviours, cyberattacks and incidents such as phishing 
attacks and insider threats are occasioned.

Insider threats and phishing attempts represent a significant 
cybersecurity problem for organisations. Thus, effective measures 
are needed to address the problem. Another existing problem is 
behavioural challenges. As stated by a participant, despite several 
awareness materials put in place by organisations, it is still diffi-
cult to instigate a change of mind among end-users. According to 
another participant, the lack of compliance with existing cybersecu-
rity policies poses a critical problem:

So, the current attack we experience mostly is around 
phishing. We get a significant amount of phishing attempts. 
Directed to staff and directed to students. That dominates 
our cybersecurity awareness efficiency because if I look at 
the incidents we experienced over the past years, 90% of 
those would be phishing-related cyber incidents. (L49-54_
P1_ NoahGabi)
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The challenges are behavioural challenges. It’s just a 
change in mindset because we share quite a few aware-
ness materials. So, on quite a few platforms, we still have 
end-users who would fall for a phishing attempt, you 
know? Given the kinds of initiatives that we’re trying to put 
in place, you would expect that there would be quite a bit 
of improvement in behaviour. That’s one of the challenges. 
(L220-227_P2_HollanRaph)

Interessement: The Interessement phase starts from the moment a 
problem is identified. At this phase, the links between the interests 
of different actors and allies are aligned and strengthened [47]. The 
alignment of actors’ interests is done through negotiations. The 
negotiations are based on each actor’s interests and the roles they 
may play in the network. To do so, focal actor(s) explain to oth-
ers and allies how their own goals can be achieved by joining the 
network. As described by Iyamu and Mgudlwa [48], this phase is 
important because the alignment of different interests can con-
tribute to addressing what was problematised. Additionally, the 
interests are various and can be expressed in different ways. Some 
people’s interests can be based on their obligations, positions, or/
or duties in an organisation. For others, the interests can be based 
on their business goals, passions, or the implications that cyberse-
curity policy or cyberattacks and incidents could have on them.

Some organisations are facing difficulties in enforcing their cyber-
security policies. As emphasised by a participant, this is due to the 
nature of the environment in some organisations, particularly those 
having multiple natures of end-users in their environment. Unlike 
sectors, such as healthcare and banking, the educational sector 
faces challenges in enforcing its cybersecurity policies. Using the 
one-size-fits-all method for awareness programmes or materials 
has not been working. So, there is a need for a different approach 
that could accommodate various natures of end-users. In this con-
text, failing to tailor an awareness approach to all end-users is a 
focal point of interest for cybersecurity makers:

I’ve worked in many different organisations, and when 
you take a banking environment where it’s very regulated, 
right? Or a mining, one of the mining organisations, it’s 
enforced in terms of compliance awareness exercises. If 
you don’t do the training, there’s repercussions for that. 
You don’t, you’re locked out of your computer. But it’s 
a different environment, and we are unable to enforce 
those kinds of hard and first rules to say we’ll lock you out 
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because we’re working with students and lecturers. So, 
business needs to continue. So, it’s a bit of a balancing act. 
(L229-237_P1_ HollanRaph)

Compliance is always a challenge. The fact that we are a 
higher education structure means that we encourage that 
idea of openness for collaboration, and the difficulty is that 
it creates complexity and challenges because we are not 
dealing with one state of staff. We are dealing with many 
different types of staff, such as academics, students, and 
many others, and I think that is the challenge. The chal-
lenge is tailoring a program that suits everyone. So, you 
need to engage with people on a regular basis, so I think 
there is difficulty in compliance with that because you get 
to deal with such a broad circle of people. I think that is the 
challenge that we are looking into and actively trying to 
address. (L88-98_P1_ NoahGabi)

Enrollment: It is a critical phase in the process of translation. In this 
phase, actors are brought together in the same network with  the 
common purpose of finding an effective measure to address 
the identified problem. It is also about developing alliances and 
investigating how the actors align in the common objective of 
developing an effective cybersecurity policy and awareness pro-
grammes. To enforce, educate, and inform end-users with the most 
important aim to enforce. Furthermore, the existence of cybersecu-
rity policy and awareness programmes, such as simulated phishing 
emails, indicate enrollment and organisation with the objective of 
addressing the problem. Another point is to motivate those who do 
not really understand the criticality behind the whole intention of 
securing the systems. A participant highlighted that the reluctance 
of those actors is based on the approach used when communicat-
ing with them. The participant continued saying that they some-
times have to get involved in politics to stimulate them:

Well, I’m the risk and compliance manager in ICT. I look 
after governance, so ICT policies, frameworks, standards, 
processes, and procedures. (L51-53_P1_ HollanRaph)

I’ll give you an example: you walk to a person and say, lis-
ten, I need to check that your antivirus endpoint firewall is 
up and running. They are not going to like it because they 
are busy, but when you say listen, If I don’t do this when 
you are doing your own personal online banking, people 
are going to be able to see your credentials and take your 
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money. Then suddenly it changed because it’s no longer. I 
think you’re wasting my time, but it’s about their money or 
their well-being. (L410-416_P1_ LenJo)

Mobilisation: It is the last phase, and it takes place when the prob-
lematisation, interessement, and enrollment phases are com-
pleted [42]. This phase is important because it is where the main 
actor makes sure that others behave with respect to their assigned 
roles and responsibilities [43]. The mobilisation phase also aims to 
mobilise developed networks and maintain proposed solutions to 
address identified problems effectively. The purpose of mobilisa-
tion was to keep other end-users focused and conscious about the 
issues of cyber threats, in particular phishing attempts and insider 
threats. This was done through the organisation’s cybersecurity 
policies and activities like phishing exercises conducted quarterly. 
Phishing exercises were used to evaluate the level of compliance 
or vigilance of actors such as end-users. This also helped to assess 
their capability of detecting potential cyber threats. Then, collected 
outcomes could be an important resource as they highlighted gaps 
and pointed out where more attention was needed. Once the gaps 
are identified, improvements could be made in cybersecurity poli-
cies and materials that create awareness: 

It is through fishing exercises. So, they have been quar-
terly, and we do get reports on them that tell us how many 
people clicked on the link. It would tell us who, specifically, 
which department and what information they divulged. So 
that gives us an indication. Then, we’re able to target spe-
cific training for those individuals per area. (L245-250_P2_ 
HollanRaph)

5.  Conclusions
This section provides a summary of the key findings, an 

answer to the research questions, a discussion of this study’s lim-
itations, and recommendations for further research.

5.1.  Summary of Findings
The following is a summary of the findings obtained from 

the processed qualitative analysis:

•	 Behavioural challenges refer to end-users’ attitudes and 
behaviours towards cybersecurity measures initiated by organ-
isations, including resistance to complying with cybersecurity 
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policies and a tendency to fall for phishing attempts. Enforcement 
limitations involve a lack of suitable cybersecurity policies and 
awareness programmes that align with the specific needs of 
the organisation’s end-users. Insider threats encompass both 
conscious and unconscious cyber risks generated by personnel 
within the organisation. Phishing attempts are fraudulent efforts 
to steal sensitive information, such as login credentials, often 
delivered via email or SMS. Phishing exercises simulate real-
world phishing attacks to test the readiness of staff or end-users 
in identifying cyber threats and to evaluate the effectiveness of 
existing awareness programmes. The policy development pro-
cess involves creating a cybersecurity policy that considers all 
phases—drafting, review, and approval—and requires collabora-
tion with relevant stakeholders to ensure it meets the organisa-
tion’s unique context.

5.2.  Answers to Research Questions
Research sub-question 1: What are the cyberattacks and 

incidents that affect organisations?

The analysis conducted in Section 4.3 showed that organisations 
are particularly challenged with the following: 

•	 Insider threats: The analysis also revealed that insider threats 
involved staff or internal end-users with authorised access, and 
their occurrence was either conscious or unconscious.

•	 Phishing attempts: On the other hand, phishing attempts, usually 
in the form of email or SMS, were fraudulent attempts perpe-
trated by external individuals with the intention of stealing sensi-
tive information, such as end-users or staff login credentials.

Research sub-question 2: What are the factors that influence 
and contribute to non-compliance with cybersecurity policies in 
organisations?

The analysis showed that the factors influencing and contributing 
to non-compliance with the organisation’s cybersecurity policies 
are as follows: 

•	 Behavioural challenges: The behavioural challenges concern 
internal end-user mindsets and attitudes towards proposed 
cybersecurity policies. Despite awareness initiatives taken by 
organisations, internal end-users were not adhering to the secu-
rity measures available to them. 
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•	 Enforcement limitations: The enforcement of limitations is the fact 
that some organisations are failing to develop adequate and bal-
anced cybersecurity policies to meet their heterogeneous envi-
ronment contexts. Proposed policies are sometimes not suitable 
for the business sector they are in. Consequently, not all internal 
end-users can be targeted. For example, higher education and 
banking-type environments cannot consider similar aspects when 
developing cybersecurity policies and awareness programmes. 
Some organisations cannot have a one-size-fit cybersecurity policy.

Research sub-question 3: How is cybersecurity policy compliance 
enforced in organisations?

According to the analysis provided in Section 4.3, organisations 
enforce their cybersecurity policy compliance using the following: 

•	 Phishing exercises: The analysis revealed that periodically, phishing 
exercises, such as simulated phishing emails, were initiated. The 
main purpose of this approach is to evaluate the readiness of inter-
nal end-users or staff to see if they are well equipped and capable 
of identifying and avoiding falling into some types of cyber threats. 
Furthermore, phishing exercise reports could indicate where 
improvement is needed in the current proposed solutions. 

•	 Policy development process: The analysis showed that the cyberse-
curity policy development process should follow a collaborative 
and inclusive approach, with participation of organisation stake-
holders. Potential policies should be drafted first, reviewed, and 
then submitted for approval.

5.3.  Contribution of the Research
Theoretical contributions: The study contributes to the aca-

demic literature, especially the fact that very little has been done in 
the area of cybersecurity studies through the ANT concept, espe-
cially using the four moments of translation. ANT is employed to 
explore the actors and networks involved in cybersecurity activities 
within organisations. It helps in understanding the roles of human 
and non-human entities in cybersecurity, such as IT personnel, 
business managers, end-users, clients, partners, cybersecurity pol-
icies, phishing exercises, computer systems, networks, and security 
awareness programmes.

Practical contributions: This study is important, as we hope the result 
will continuously assist organisations with their cybersecurity policy 
challenges and the persistently growing number of cyberattacks 
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and incidents. The findings could help us better understand these 
challenges and develop more contextualised cybersecurity policies 
to fit organisational environments. 

5.4.  Limitations of the Study
Due to the sensitivity of the topic, some organisations 

were reluctant to participate in the study. Thus, this study was lim-
ited in terms of participants. The researcher emphasises the con-
cept of caution transferability of findings. The researchers suggest 
that the results of this study should be applicable to organisations 
with similar settings. 

5.5.  Recommendations for Further Research
The analysis presented in this study reveals that one of the 

challenges faced by organisations is enforcement limitations. This 
means that some organisations do not have the capacity or fail to 
develop cybersecurity policies that are suitable for their environ-
ment. Based on this, it would be interesting to select two different 
sectors and then conduct a comparative analysis. 
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Abstract
The rapid advancement of artificial intelligence (AI), includ-

ing generative AI (GenAI), raises important questions about its 
impact on the labour market and employment structure. This study 
examines the extent to which various occupations are exposed 
to GenAI by developing an index to identify potential shifts in the 
nature of work. The analysis focuses on specific occupational tasks 
that may be affected to varying degrees by the proliferation of AI 
tools. The study categorises occupations into four groups: suscepti-
ble to automation (Automation potential), subject to augmentation 
by GenAI (Augmentation potential), characterised by significant 
uncertainty (Big unknown), and not susceptible to technological 
change (Not affected). The research was conducted in three stages: 
assessing occupational exposure, verifying findings with expert 
analysis, and extrapolating results to 30,000 tasks across 2,500 
occupations, with the support of ChatGPT-4. The findings enable 
estimates of the occupational groups most “at risk” from GenAI 
and contribute to macroeconomic forecasts for the Polish labour 
market.
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1.  Introduction

The debate about the capabilities and limitations of 
artificial intelligence (AI) has dominated public space 

in the recent months. Much of this discussion pertains to economic 
issues – changes which the introduction of AI tools brings about 
for the global economy. However, an emotional and controversial 
question is whether AI tools will be able to replace humans in the 
labour market. 

Translating this into the language of social studies, we talk about 
the fear of automation and technological unemployment. This 
problem is analysed, among others, in the paper titled ‘Who’s 
afraid of automation? Examining determinants of fear of automa-
tion in six European countries’ [1]. Its authors used data from the 
Central European Social Survey conducted at the turn of 2021 and 
2022 in six Central European countries. Analysis on a sample of 6600 
economically active people showed that one in six respondents was 
afraid of the impact of automation. More importantly, the more an 
economic sector is saturated with technology, the greater the fear 
of automation. Therefore, both knowledge of technology and its 
presence in one’s workplace exacerbate the fear of automation [1].

Workplace automation (robotisation) historically preceded the cur-
rent process involving the popularisation of AI tools (in particular 
those based on generative artificial intelligence (GenAI)) that may 
replace human tasks. Therefore, it is ever so pertinent to ask the 
following questions: What jobs are most exposed to this process? 
How can we study that?

This problem is solved, thanks to macroeconomic forecasts esti-
mating the impact of GenAI on economy and the labour market. 
This not only allows large economic organisations to plan efforts 
and determine long-term strategies but also equips labour mar-
ket actors with the knowledge needed to decide how to shape and 
design their career paths.

This precisely – developing an index of occupations which would 
allow for estimating their exposure to GenAI tools – is what we have 
set out to do within the framework of the project titled, ‘The poten-
tial impact of generative artificial intelligence on job quantity and 
quality in Poland’, implemented, as commissioned by the Ministry 
of Digital Affairs, at the Research and Academic Computer Network 
(NASK) in cooperation with International Labour Organisation 
(ILO). The detailed assumptions for this project are described in the 
inception report [2].
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2.  The Impact of GenAI on the Labour Market – 
A Methodological Review
In the recent years, the issue of developing an index 

for the possible use of GenAI in respective occupations has 
been described in literature for many times. There are a few 
approaches that are worth mentioning. The most popular index 
is the one developed by Felten et al. [3,4] – AI occupational expo-
sure (AIOE). It measures job exposure to AI, enabling the assess-
ment of the degree to which various occupations are exposed to 
AI impacts, without determining whether these impacts are pos-
itive or negative. In this approach, the researchers invoked 10 
AI applications specified by the Electronic Frontier Foundation, 
such as abstract strategy games, real-time video games, image 
recognition, visual question answering, image generation, read-
ing comprehension, language modelling, translation, speech 
recognition, and instrumental track recognition. These AI appli-
cations were collated together with 52 human abilities (such as 
oral comprehension, oral expression, inductive reasoning, arm-
hand steadiness, etc.) collected in the Occupational Information 
Network (O*NET) database developed by the US Department of 
Labor. Each of over 800 occupations is perceived as a weighted 
combination of 52 human abilities. Felten’s team sent their study 
questionnaire to gig workers at Amazon Mechanical Turk (mTurk) 
and collected 1800 responses [4]. The respondents had to assess 
whether a specific task could be performed by GenAI tools. 
Exposure at skill level was calculated as the total of connections 
between AI applications and human skills. Then, AIOE was calcu-
lated for each occupation (consisting of specific skills), account-
ing for how important and widespread these skills are in a given 
occupation [4, pp. 3–4].

In their modified approach published in 2023, the authors singled 
out ‘language modelling’ as the key skill to be replaced by GenAI. 
They then specified as to what extent this skill is important for the 
respective occupation.

Summing up this approach, the authors specified occupations 
that are most vulnerable to automation. These included telemar-
keters, English language and literature teachers, foreign language 
and literature teachers, history teachers, clinical psychologists, 
advisors, and local government workers [4, p. 14]. Viewing the 
data from the industry perspective, the most vulnerable are legal 
services, financial services (trading in securities), insurance and 
employee benefit funds as well as universities and training insti-
tutions [4, p. 15].

[324]
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In Poland, the Polish Economic Institute published in 2024 its report 
titled ‘AI na polskim rynku pracy’ (‘AI on the Polish labour mar-
ket’) [5], presenting estimates concerning the Polish labour market 
based on the aforementioned AIOE index. The researchers esti-
mated that there are 3.68 million Poles in the 20 occupations most 
exposed to AI [5, p. 24].

Another approach involves analysing the demand for certain skills 
in a given labour market. For example, Acemoğlu et al. [6] analysed 
online job postings and their specific skill requirements. They con-
sidered such sources as burning glass technologies and job search 
sites. In the research process, it was necessary to identify the skills 
and technologies advertised. The weakness of this method lay in 
the skew towards jobs posted online. Therefore, this approach did 
not work in countries where most job vacancies were advertised 
offline.

Yet another method found in source literature is experiment-based 
analysis. In Peng et al. [7], researchers performed a controlled 
experiment among professional programmers who were given 
the chance to use GenAI tools. It turned out that access to a GenAI 
assistant shortened the time they needed to complete their pro-
gramming tasks by 56%. Brynjolfsson et al. [8] conducted an exper-
iment among customer service workers in the Philippines. The 
opportunity to use GenAI tools resulted in the greater number of 
problems solved per hour. 

3.  The Impact of GenAI on the Labour Market – 
Study Conducted by NASK National Research 
Institute, Poland (NASK-PIB) and ILO
The method adopted in our study is an elaboration on the 

approach presented in ‘Generative AI and Jobs: A global analysis 
of potential effects on job quantity and quality’ [9]. The cited study 
assumes as its starting point the fact that every occupation consists 
of tasks assigned to it. Taking this into account, the researchers 
prepared a ChatGPT4 prompt (using the Application Programming 
Interface [API]) and asked the model to show the potential for auto-
mating a given task based on its linguistic description. ChatGPT 
assigned a value from 0 to 1 to each task, with 0 meaning auto-
mation is completely impossible, and 1 meaning that it is fully pos-
sible. The results were statistically elaborated with two measures 
defined: the average result (average of all tasks in an occupation) 
and standard deviation (distribution of automation results for tasks 
in an occupation).

[325]
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As a result of this analysis, the authors suggested dividing the 
respective occupations into the following four groups, accounting 
for the probability of change due to AI tools becoming more and 
more popular:

•	 Automation potential: Occupations where most of today’s tasks could 
theoretically be performed using GenAI – such occupations could 
potentially be automated without the need for human presence. 

•	 Augmentation potential: Occupations where some of the tasks can 
be performed using GenAI, but most have to be performed by 
humans – such occupations may be augmented through GenAI, 
accelerating the performance of some tasks and providing more 
space for creative work for humans and new tasks.

•	 Big unknown: This category is between the automation potential 
and augmentation potential, representing jobs in which the bal-
ance of today’s tasks hangs between those which can and those 
which cannot be performed with GenAI. As technologies develop 
and occupations evolve, this balance may shift, driving some 
occupations towards the automation potential, and some towards 
the augmentation potential.

•	 Not affected: Occupations in which most of the tasks cannot be 
performed using GenAI (e.g. physical tasks).

It is this method, modified, that is used precisely in the study per-
formed by NASK-PIB) and ILO. Its most important assumption, like 
in Gmyrek et al. [9], is to use the assessment of the automation 
potential for tasks comprising a given occupation. The important 
difference lies in the fact that we divided the process of assigning 
an index value to the occupations into three stages: (1) assessing 
the potential for exposure of employee-performed tasks in a given 
occupation group (with 1600 respondents assessing the respec-
tive tasks participating at this stage of the study); (2) having the 
assessment verified by a group of experts; and (3) extrapolating 
the assessments onto 30,000 tasks representing 2500 occupations 
(using ChatGPT4). 

The outcome is a comprehensive GenAI occupation exposure index 
that:

1.	 is based on a two-tier human assessment (workers in a given 
occupation and labour market experts);

2.	 is adapted to the national classification of occupations in Poland 
(the Polish Classification of Occupations and Specialisations 
[KZIS]), and, most of all, is based on the Polish linguistic descrip-
tions of the tasks; and
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3.	 covers all occupations on a six-digit International Standard 
Classification of Occupations (ISCO) level, that is a total of 2500 
occupations (to be estimated by ChatGPT4).

Such an index enables a reliable estimation of the impact that 
GenAI has on the Polish labour market and calculate the popula-
tion whose occupation is ‘under threat’ from the constant develop-
ment of AI tools. This makes it possible to prepare macroeconomic 
forecasts to be used in estimating the general impact of GenAI on 
Polish economy. Additionally, the intention of the project’s authors 
is to publish these data so that every economically active person 
may learn the forecast for their occupation and use this knowledge 
in further planning their careers.
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