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Abstract
The application of securitization  theory to cybersecurity is useful since it sub-

jects the emotive rhetoric of threat construction to critical scrutiny. Floyd’s just securitization 
theory (JST) constitutes a mixture of securitization theory and just war theory. Unlike tradi-
tional securitization theory, it also addresses the normative question of when securitization 
is legitimate. In this contribution, I critically apply Floyd’s JST to cybersecurity and develop my 
own version of JST based on subsidiarity. Floyd’s JST follows a minimalistic and subsidiary 
approach by emphasizing that securitization is only legitimate if it has a reasonable chance 
of success in averting threats to the satisfaction of basic human needs. From this restrictive 
perspective, cyber-securitization  is only legitimate if it serves to protect critical infrastructure. 
Whilst Floyd’s JST focuses exclusively on permissibility and needs instead of rights, I argue 
that there are cases in which states’ compliance with human rights obligations requires the 
guarantee of cybersecurity, most importantly regarding the human right to privacy. My version 
of JST is also based on the principle of subsidiarity, in the sense that securitization should 
always include stakeholders directly affected by a threat. To strengthen this kind of subsidi-
arity, focused on the private sector, I argue for the legitimacy of private active self-defence 
in cyberspace and emphasize the importance of a ‘whole-of-society approach’ involving 
digital literacy and everyday security practices. Moreover, I argue that far-reaching securiti-
zation on the nation-state-level should be avoided, particularly the hyper-securitization of 
the digital public sphere, following unclear notions of ‘digital sovereignty’. 
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1. Introduction 

Cybersecurity is a particularly contested branch of security, since it relates to a soci-
otechnical environment that is tightly interwoven with digital civil society and the 

global free flow of information and services. Correspondingly, cyberspace was histori-
cally linked to a cyber-libertarian political culture [1, 2]. From this perspective, it is hard-
ly surprising that the issue of cybersecurity is increasingly discussed within the critical 
framework of securitization theory [3–6].

Securitization theory was developed by proponents of the Copenhagen 
School in the 1990s [7]; this theory originally examined ‘securitizing speech acts’ by 
which political leaders identify or construct a threat to a ‘referent object of security’ and 
promote ‘exceptional measures’ in order to avert or prevent this threat. This approach 
relies on the philosophical concept of speech acts that describes utterances which have 
a high social impact, for example, oaths, declarations of war, and calls to arms [8]. Rather 
than constituting a neutral methodological turn, the Copenhagen School’s shift toward 
the examination of the role of language in the social construction of security is inherently 
critical since it is decidedly anti-positivist: its primarily linguistic analyses denatural-
ize the emotive rhetoric, subconscious fight-or-flight responses, and populist impulses  
connected with security issues [9, 10]. 

It is debatable whether securitization theory, which is primarily connect-
ed with international conflict and which emphasizes ‘extraordinary measures’ (includ-
ing severe forms of coercion), can be applied to cybersecurity at all, which, in turn,  
is usually connected with everyday problems and focused on civilian technological rou-
tine [3]. Regardless of these difficulties, which will be addressed in detail, there are sig-
nificant benefits from applying it in this manner. Cybersecurity is often related to various 
degrees of threat inflation, driven by widespread fears regarding rapid technological  
development on the one hand, and the concrete interests of security experts in the pub-
lic and private sectors in increasing their wealth and/or power on the other hand, which 
has been described as the “cyber-industrial complex” [11] or “military-digital complex” 
[12]. This process has been criticized as “hyper-securitization”, in the sense of exagger-
ated securitization, [3, 6], involving “inflationary and sensationalist danger hyping” [3] 
and “the rise of militaristic rhetoric around digital threats” [13]. 

Alongside the misallocation of resources due to such threat inflation, se-
curitization can have undesirable effects on two different levels. First, there is the dan-
ger of a ‘cybersecurity dilemma’: when engaging in cyber-securitization in the sense of 
creating deterrence by threatening to defend forward, states increase their own secu-
rity to the detriment of others and thereby destabilize the international system [14].  
A similar dilemma arises when states promote their security by submitting civil society 
to widespread digital surveillance [15]. Second, particularly since cybersecurity is closely 
related to the digital public sphere, it can lead to the securitization of the digital public 
sphere [16], which conflicts with the democratic core value of freedom of speech [17].  
In consequence, the securitization of cyberspace produces a version of the ‘societal secu-
rity dilemma’ [4, 18]: Framing cyber interference as an international security issue shifts 
the focus away from resolving the domestic social tensions that create vulnerabilities to 
cyber interference in the first place.

Because these problems require a normative approach toward securiti-
zation, they constitute a suitable application of Rita Floyd’s Just Securitization Theory 
(JST) [19–22], a critical offshoot of the Copenhagen School’s approach. Floyd criticizes 
the Copenhagen School approach as “analytically strong” but “normatively weak”  [22]. 
Her own JST is not exclusively focused on social constructivism but has a more empirical 
dimension and is normatively productive, attempting to answer the normative question 
of the legitimacy of securitization. Applying JST to cybersecurity will, therefore, allow 
a distinction to be drawn between legitimate and illegitimate forms of securitization 
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in cyberspace, with a special focus on the avoidance of hyper-securitization, the cyber  
security dilemma, and the societal security dilemma. This also includes a normative  
assessment of different approaches to digital sovereignty [23].

Floyd’s JST follows a generally minimalistic and subsidiary approach by 
emphasizing that the legitimacy of securitization is only given if it stands “a reasonable 
chance of success” in averting threats to the satisfaction of “basic human needs” [19].  
Likewise, she poses the complementary questions of when desecuritization is morally 
obligatory and how desecuritization should be implemented; ‘desecuritization’ implies 
the reversal of securitization, “the shifting of issues out of emergency mode and into the 
normal bargaining processes of the political sphere” [7].

During the discussion of the applicability of Floyd’s JST to cybersecurity, 
I develop my own version of JST (Tab. 1.). First, I extend Floyd’s focus, which is restricted 
to permissibility regarding securitization, to also include nation states’ moral and legal 
obligation to securitize in order to protect human rights relevant to cyberspace, above 
all the right to privacy. Furthermore, I include private actors and everyday security prac-
tices [24] to a greater degree than in Floyd’s original JST. Following Hansen and Nis-
senbaum’s definition [6], everyday security practices include the practical knowledge 
of direct stakeholders and the consideration of the relevance of human behaviour to  
cybersecurity issues, for example, regarding passwords or phishing mails. The focus on 
such practices enhances the principle of subsidiarity that is already pre-figured in Floyd’s 
original account. I argue that hyper-securitization can best be avoided by involving the 
stakeholders most directly affected by a threat in the decision-making processes, and by 
ensuring that securitization can be enacted autonomously by these stakeholders, provid-
ed that they have the necessary legal and technical competencies. In this context, I also 
emphasize the importance of a right to active self-defence in cyberspace [25]. In general, 
I argue that the Copenhagen School’s dichotomous understanding of securitization and 
desecuritization, which is also reflected in Floyd’s JST, is not applicable to the more con-
tinuous dynamics of securitization and desecuritization in cyberspace.

Table 1.  Main differences between Floyd’s JST and my JST

JUST 
INITIATION

JUST 
CONDUCT

JUST 
TERMINATION

FLOYD’S JST

• Focused on basic 
human needs 
instead of rights

• Focused on 
permissibility

• Focused on physical 
threats

• Focused on state actors
• Contains elements of 

retributive justice
• Considers intentions 

behind threats

• Securitization and 
desecuritization are 
understood as a 
dichotomy

• Focused on 
sustainable 
securitization

MY JST TAILORED TO 
CYBERSECURITY

• Focused on 
protecting individual 
rights

• Including states’ 
obligation to 
guarantee security

• Emphasizes the 
knowledge of 
stakeholders directly 
affected  
by a threat

• Considers non-physical 
threats

• Emphasizes stakeholders’ 
everyday security practices

• Includes private actors’ right 
to active self-defence

• Separates retributive 
justice from securitization 
because it requires judicial 
procedures

• Intentions behind threats 
are irrelevant

• No financial or political 
gains should be connected 
with securitization

• Securitization and 
desecuritization 
are understood as 
continuous 

• Hyper-
securitization 
is avoided, and 
sustainability  
is guaranteed  
by subsidiarity
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In the second section, I provide a critical discussion of the literature focused 
on the question of how securitization theory, which stems from the field of international 
conflict, can be applied to cybersecurity at all, which also involves international conflicts 
but is mostly focused on technological routine in everyday situations. The subsequent sec-
tions follow the structure of JST, which is tripartite in terms of just initiation, just conduct, 
and just termination. This tripartite nature corresponds to the partition of traditional just 
war theory in jus ad bellum (the right to war), jus in bello (rights in war), and jus post bellum 
(rights after war). In the third section, I raise the question of ‘just initiation’ regarding cyber-
security, which is largely determined by the question of which kind of threat allows for se-
curitization or even morally requires it; in the fourth section, I pose the question of the ‘just 
conduct’ in cybersecurity, which involves the development of normative criteria regarding 
the concrete measures taken during securitization processes; in the fifth section, I pose the 
third and most difficult question, namely that of desecuritization. These sections are loosely  
divided into thematic subsections. The whole discussion is followed by a conclusion.

2. Literature Review focusing on the Application of Securitization     
                      Theory to Cyberspace and the Principle of Subsidiarity

2.1. The Incompatibilities of Securitization Theory  
                       and Cybersecurity

Since JST is a comparably new concept in Security Studies, until now it has 
only been applied in singular cases [26]. Besides a brief mention of Floyd’s research in an 
article related to cybersecurity [27], JST has not yet been applied to cybersecurity at all. 
This is the most obvious research gap that this contribution addresses. As will be discussed 
in detail in Subsection 3.1, applying JST to cybersecurity has the advantage of considering 
the critical and constructivist approach of the Copenhagen School, whilst adding a norma-
tive and productive element to it. 

In contrast to its recent offshoot, JST, securitization theory has been applied 
to cybersecurity frequently, e.g., [3–6]. The problems with the application of securitization 
theory to cybersecurity have been most extensively illuminated in Dunn Cavelty’s discus-
sion of the research literature [3]. Securitization theory originally developed from a focus on 
international conflict and understands security primarily as involving the use of force or the 
threat of force; according to Dunn Cavelty, the theory’s genealogy from international conflict 
determines its focus on exceptional measures, i.e., measures outside of the ‘normal’ politi-
cal order of liberal states, including trade-offs between fundamental rights or even the use 
of force. In contrast to this, cybersecurity is more focused on technological routines, which 
constitute the everyday situation rather than exceptional measures. She writes:

When focusing on security that is no longer primarily about threats and bat-
tles against an enemy, but is characterized by an inward-looking narrative 
about vulnerabilities, it becomes necessary to question the perception of se-
curity as ‘exceptional’ and linked to ‘extraordinary’ means [3].

This observation represents an accurate caveat to this paper’s basic attempt 
to apply JST to the issue of cybersecurity. After all, JST is an offshoot of the Copenhagen 
School approach and shares its origin in international relations theory. In turn, cybersecurity 
can involve conflicts between states, but it usually does not, particularly not in the sense of 
a direct clash between state actors. Non-state actors play an important role in international 
cybersecurity, as proxies or mercenaries (such as state-sponsored hacker groups) or as agents 
acting with various degree of independence (for instance, non-state hacker groups) [28]. 

But even if relevant cases involve a direct confrontation between states, 
they usually exhibit low intensity and do not pass the critical threshold of the use of force  
[29–32]. A particularly well-known example of this kind of conflict is the Russian med-
dling with the digital public spheres of Western countries, which barely exceeds the 
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spread of propaganda or cyber espionage and will be discussed in detail in section 4.  
Other phenomena such as cybercrime largely involving private actors only have a small 
significance to international security in the narrow sense. 

2.2. The Compatibilities of Securitization Theory  
         and Cybersecurity

Whilst the incompatibilities of the cybersecurity discourse and the Copen-
hagen School approach mentioned in the previous subsection are important, one should 
not overemphasize the degree to which classical securitization theory is exclusively  
applicable to international conflicts. First, regarding its context, securitization theory 
stems from the post-Cold War period in the 1990s. This era is characterized by a shift 
in the security discourse from a relatively simple paradigm of state-centric bipolarity 
to other, more complex problems, such as humanitarian interventions and terrorism. 

When Buzan and Wæver developed securitization theory, they did so with 
the explicit intention of constructing a pathway between Habermas’s discourse-oriented 
political theory and Schmitt’s authoritarian theory of the state, focusing on the state’s abil-
ity to implement exceptional, even unconstitutional measures in emergency situations [7], 
[33]. Habermas’ discursive legitimatization of democracy does not relate to international 
conflict [34]; neither does the part of Schmitt’s theory that includes his endorsement of 
the ‘state of exception’, which rather addresses the ‘inner enemy’ [35]. In liberal states, this 
inner enemy could be terrorists. Of course, terrorism is relevant to international security, 
but its domestic, societal, and cultural aspects demonstrate that securitization theory is 
familiar with issues that go beyond a paradigm focused on conflicts between states and 
involves many ‘softer’ and more complex mechanisms of creating societal security, rather 
than exceptional measures in the traditional sense [36]. Furthermore, securitization theory 
has been applied to ethnic conflict [18], HIV/AIDS [37], and human and drug trafficking 
[38], which all lie beyond the traditional scope of international conflict. 

Another aspect of Dunn Cavelty’s analysis of the problems with apply-
ing classical securitization theory to cybersecurity is the fact that the former is primar-
ily focused on securitizing speech acts, i.e., the rhetorical process of declaring an issue 
relevant to security. This would imply that securitization theory can hardly be applied to cy-
bersecurity, which is focused on technological procedures rather than on mere rhetoric, and 
is often not even publicly discussed, a trait that Dunn Cavelty characterizes as “non-
discursive practices” [3]. 

Whilst this terminology is somewhat confusing, since it seems to suggest 
that there is practice without discourse, it probably has to be understood in the sense 
that cybersecurity is often exclusively the domain of “technical experts, rather than oth-
er political actors”  and, therefore, not necessarily publicly discussed [3]. In underlining 
the non-discursive features of cybersecurity in this sense, Dunn Cavelty follows Hansen 
and Nissenbaum’s seminal critique of “technification that depoliticizes” [6]. 

However, the Copenhagen School’s emphasis on language also needs to 
be relativized regarding its methodological implications. From a methodological perspec-
tive, it must be underlined that traditional securitization theory focuses on discourses 
and speech acts, which both go beyond language itself. Traditional securitization theo-
ry cited Foucault and Austin as the theorists who coined these concepts [7]. Although 
the early work of the Copenhagen School indeed focused mostly on language [39], 
the original Foucauldian understanding of discourses includes theoretical and practical 
features [40]. Likewise, according to Austin, speech acts are defined by their relation to  
extra-linguistic practices and contexts [8]. The threshold between theory and practice 
is particularly permeable in the case of cybersecurity, which involves programming lan-
guages, algorithms, and workflows that are, by their very nature, situated on the border 
between theory and practice and can be understood in terms of Austin’s speech acts 
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[41] or in terms of Foucault’s discourses [42]. Hence, cybersecurity practices fall within 
the scope of traditional securitization theory, if discourses and speech acts are under-
stood acknowledging the full range of these concepts.

In a recent collaborative paper with Egloff, Dunn Cavelty cited the Swiss 
model of subsidiarity as a possible means of bridging the conceptual conflict between 
cybersecurity as everyday security practices (often enacted by private stakeholders and 
neither including ‘extraordinary measures’ nor public speech acts) and state-level securi-
ty agendas that tend to ‘hyper-securitize’, involving public rhetoric [24]. According to this 
principle, “a central authority should perform only those tasks which cannot be performed 
effectively at a more immediate or local level”  [24]. Following Hansen and Nissenbaum’s 
seminal definition, everyday security practices have to be understood in a double sense: 
first, they apply the practical knowledge of direct stakeholders to securitization processes; 
second, they consider the fact that human negligence, for example, regarding passwords 
or phishing mails, ranks among the most important security threats [6]. In my own account 
of JST, I will develop this notion of subsidiarity regarding cyber-securitization.

In summary, I argue that the continuities between securitization theory 
and cybersecurity are more important than their obvious incompatibilities. These con-
tinuities are: the definition and speculative construction of threats to a valued object of 
security, the discourses about and practical production of adequate means to avert these 
threats (including the attribution of resources), and the corresponding highly emotion-
al (and thus dangerous) fight-or-flight responses. From this perspective, the routine  
aspects of cybersecurity and the exceptional aspects of cybersecurity can be understood 
within a securitization framework. 

3. What is Just Initiation regarding Cybersecurity?

3.1. JST as a remedy against the Copenhagen School’s   
                       Normative Weakness

Traditional securitization theory is largely critical of securitization since it 
focuses on putting the naturalization of securitization into question. The classical formula 
of the Copenhagen School defines the securitizing speech act as a discursive operation 
by which a securitizing actor (usually the government) justifies exceptional measures to 
avert an existential threat from a valued referent object of security (e.g., critical infrastruc-
ture, sensitive information, the nation, human livelihoods) in front of an audience (usually 
the public but also expert circles) [7]. Subsequently, the Copenhagen School analysed 
these securitizing speech acts (also called ‘securitization moves’) primarily with a focus 
on the rhetoric of political elites – but, as argued above, the school’s methodological fo-
cus on discourses and speech acts allows, in principle, for far more practical applications.

The linguistic focus of the Copenhagen School produces a significant de-
gree of moral relativism and incompatibility with the needs of practitioners to gain nor-
mative orientation: on the one hand, its methodological constructivism implicitly denies 
the possibility of security threats that simply “exist ‘out there’” [19]; on the other hand, 
it might be misunderstood as reducing the often brutal measures of securitizing actors 
to mere rhetorical operations. In Floyd’s words: “While analytically strong, the Copen-
hagen School’s theory is normatively weak” [22]. 

Floyd tackles these weaknesses of the Copenhagen School approach, its 
moral relativism and lack of practical applicability, by two adjustments to classical se-
curitization theory: first, she focuses on ‘security actions’ instead of ‘securitizing speech 
acts’ or ‘securitizing moves’, i.e., not merely the rhetoric but actual measures undertaken 
in acts of securitization. She writes: “Securitization is possible without the securitizing 
move but not without security action” [43]. Again, comparable to Dunn Cavelty’s idea 
of “non-discursive practices” discussed in subsection 2.2, this must raise eyebrows but 
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is probably meant in a sense that securitization measures are not necessarily publicly 
addressed or discussed. Whilst it is debatable whether Floyd is accurate to assume that 
exclusively rhetorical securitization cannot constitute securitization, concrete securitiza-
tion measures (involving trade-offs between fundamental rights or even the use of force) 
are obviously to be discussed much more critically than mere rhetoric. 

Furthermore, Floyd argues that, due to its de-naturalizing approach fo-
cused on social constructivism, the Copenhagen School has, strictly speaking, no con-
cept of objective threats. Moreover, if securitization theory does not distinguish between 
objective threats and their rhetorical construction, then all securitization moves have the 
same degree of legitimacy or the same lack of legitimacy. From such a dangerously rela-
tivist perspective, the US’s attack on Iraq in order to avert the imaginary threat of Weap-
ons of Mass Destruction has the same value as Sweden and Norway joining NATO to 
avert the real threat of Russian aggression; or, to take an example from cybersecurity, 
the hysterical securitization due to the unfounded fear of Y2K [4] would have the same 
value as the necessary securitization regarding WannaCry, which was likely to cause 
physical damage by attacking hospitals [44]. Floyd writes: 

An exclusive focus on the constructedness of security means (…) that secu-
ritization scholars tend to ignore whether or not the threats that inform secu-
ritization are real or otherwise. (…) A better strategy is to begin by (…)  judg-
ing the objective existence of a threat, because unless there is a real threat, 
securitization is most definitely the wrong political and ethical choice [19].

Regarding the question of which objective threats to which referent ob-
jects make securitization legitimate, Floyd pursues a restrictive and subsidiary approach.  
According to her, the legitimacy of securitization is only given if it has “a reasonable chance 
of success” in averting threats to the satisfaction of “basic human needs” [19].  This min-
imalism is highly ambivalent if applied to the usually non-physical realm of cybersecu-
rity. On the one hand, it is certainly possible to justify the securitization of critical infra-
structure from this perspective, e.g., networks related to water, energy, and food supply.  
On the other hand, this focus on existential human needs may constitute an overly re-
strictive threshold, considering the non-physical scope of the vast majority of problems 
related to cybersecurity and the largely private sector-oriented and more quotidian, rou-
tine-driven, and civilian nature of cybersecurity, which does not necessarily require such 
a high threshold as it does not necessarily involve trade-offs between fundamental rights.

But it is worth taking a closer look at Floyd’s argument. The advantage of 
her restrictive focus on concrete human needs as the only legitimate referent objects of se-
curity becomes particularly evident if contrasted with other possible referent objects, most 
importantly, the state. Unlike human beings, the state does not have a moral quality a priori 
because a state might be a dysfunctional dictatorship committing crimes against human-
ity. Additionally, particularly from a human rights-centric perspective based on the rule of 
law, the legitimacy of the state depends on whether it complies with human rights [43, 45]. 

From the perspective of Floyd’s JST, which is not focused on rights but on 
output legitimacy regarding the satisfaction of basic human needs, this allows the follow-
ing assessment: whilst Floyd’s JST includes the possibility that nondemocratic regimes 
which guarantee the satisfaction of the basic needs of their citizens can be legitimate 
referent objects of securitization, this is not the case regarding democratic regimes that 
cannot guarantee this. One might add that Floyd’s JST is too focused on output legiti-
macy in this regard. Emphasizing human needs instead of human rights might open the 
door for utilitarian reasoning, trading legitimacy for efficiency. However, Floyd argues 
that speaking of human needs opens the possibility of including referent objects in JST 
that do not involve actors and do not have a legislative function, most importantly the 
ecosystem, which will be discussed in relation to cybersecurity in subsection 3.3 [43].
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3.2. JST as a Human-Centric approach to Cybersecurity
If applied to cybersecurity, Floyd’s focus on human beings is particularly 

advantageous in the sense that it constitutes a principle of subsidiarity. It constitutes 
a “human-centric approach to cybersecurity”, as defined by Deibert, to actively coun-
teract a fixation on national security [46]. Frequently, the nebulous and largely rhetori-
cal discourses about ‘digital sovereignty’ [23] and national cyber security [47] promote 
‘hyper-securitization’ without providing a clear referent object of security. Furthermore, 
claims to ‘digital sovereignty’ inherently create what Mueller calls the ‘cyberspace juris-
diction paradox’ [48]: in the ‘post-territorial’ environment [46] of digital networks, claims 
to exercise territorial jurisdiction necessarily transcend borders and have extraterritorial 
features, such as exemplified by the digital aspects of the ‘Brussels Effect’ [49] and the 
‘Beijing Effect’ [50]. This means that both the EU and China are exercising forms of ex-
traterritorial jurisdiction in and through cyberspace: the EU in a regulatory sense, China 
by standard setting but also via globally available Chinese apps such as Alipay, WeChat 
Pay and TikTok, which share data with the Chinese government [51].

Analogue to these practices of extraterritorial jurisdiction and extrater-
ritorial de facto control, the escalating rhetoric about ‘digital sovereignty’ [23] creates 
a ‘cybersecurity dilemma’ of states striving for an enhancement of their own security 
by threatening to defend forward, begetting international conflicts. Take for example  
NATO’s doctrine that cyber-attacks can be interpreted as triggering a collective response 
according to Article 5 of the charter, including kinetic responses [52, 53]. Whilst such 
doctrines might have a deterrent effect, they can obviously cause destabilization, par-
ticularly since attribution is notoriously contested in cyberspace [54]. Moreover, as Dunn 
Cavelty argues, hyper-securitization not only creates a cybersecurity dilemma on the 
level of international relations but also regarding the relationship between states and 
individuals, whose rights are often seriously affected by states’ hyper-securitization, 
such as with mass surveillance [15].

From the perspective of Floyd’s JST, discourses regarding national cyber-
security need to be critically examined with respect to whether security claims related 
to ‘sovereignty’ actually refer to existential human needs. After all, the notions of ‘cyber 
sovereignty’ and ‘information sovereignty’ emerged in the context of Chinese author-
itarianism in the late 1990s [55]. If such claims are not related to the everyday reality 
of concrete human needs, then their legitimacy seems doubtful. This is particularly the 
case if they involve restrictions on fundamental rights such as the right to privacy or the 
right to freedom of information, which includes the right “to receive and impart infor-
mation and ideas of all kinds, regardless of borders” [56]. 

In turn, particularly because sovereign states are the ultimate guarantors 
of human rights, it is possible to conceive of forms of cyber-securitization following the 
paradigm of sovereignty that aim precisely at protecting these human rights. This is, for 
example, the case when claims to sovereignty are made to “draw a line” and protect in-
dividuals on a state’s territory from becoming victims of digital transnational repression, 
by which authoritarian states reach into the territory of liberal states [57]. This will be 
discussed further in subsection 3.4.

3.3. JST, Posthuman Security, and the Participation of Civil  
         Society

Floyd’s understanding of the ecosystem as a legitimate referent object 
of securitization, by virtue of its functioning as a guarantee of the satisfaction of exis-
tential human needs, can also be applied to cybersecurity. Her approach in this regard 
can be understood in terms of ‘posthuman security’. As has been argued by Mitchell in 
her essay on this issue [58], such an approach could be relevant to cybersecurity, which 
involves the protection of networks by focusing on their networked character. This 
means that complex digital networks require risk awareness in their own right because,  
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by virtue of their mere complexity and high degree of connectivity, they increase the 
probability of improbable but dangerous ‘black swan’ events [59]. Moreover, these 
events have the potential to affect the whole world, starting with automatized finan-
cial markets, for instance, as was the case in the ‘flash crash’ of 2010 [60]. Hansen and  
Nissenbaum scrutinized such digital disasters from a critical perspective, yet they did 
not entirely dismiss their plausibility [6].

In particular, such ‘black swan’ events, which are impossible to predict, 
raise complex epistemological questions. Floyd misses the opportunity to apply her hu-
man-centric approach to these epistemological problems, which constitutes another ap-
plication of the principle of subsidiarity in my version of JST. Rather than being merely 
determined by governmental experts, securitization processes should include the par-
ticipation of relevant stakeholders to achieve maximum epistemic certainty. The partic-
ipation of relevant stakeholders is particularly important regarding cyber-securitization.  
In the cybersecurity sector, states do not necessarily have the upper hand in regard to 
skills and expertise [61], [62]. In many cases, private companies and civil society actors 
are better informed about weaknesses, exploits, and possible ways of counteracting them. 

Enabling the participation of a wide array of these stakeholders could con-
stitute a powerful aspect of building resilience. For instance, the German Government 
regularly consults with Europe’s largest association of hackers, the Chaos Computer 
Club [63]. The Swiss government is likewise pursuing an approach focusing on every-
day security practices [24]. The EU is pursuing a “whole-of-society approach” [64]. Such 
bottom-up approaches could also be relevant to international cybersecurity, construct-
ing a private-public network of “distributed cyber deterrence” [25]. The US’s Joint Cyber 
Defence Collaborative involving public-private partnerships is heading in this direction 
too [65]. If they include all levels of society, not merely an “invisible handshake” between 
Big Tech and governments [66], such participatory approaches could serve as a correc-
tive force in securitization processes, making sure that fundamental rights and the in-
terests of civil society are acknowledged by nation states, which are, chiefly due to their 
monopoly on violence, still the most powerful and most important securitization actors.

3.4. States’ Obligation to Securitize 
Particularly if securitization is connected to civil society, existential human 

needs, and fundamental rights on the legitimatory and epistemological level, in the way 
outlined in the previous subsections, it seems incoherent that Floyd’s original account of 
JST focuses exclusively on permissibility, i.e., the question of when securitization is al-
lowed [19]. If securitization is constituted in discourses which include the participation of 
relevant stakeholders, guarantee the satisfaction of existential human needs, and foster 
the enjoyment of human rights, then the emphasis on nation states’ obligation to secu-
ritize not only represents a moral imperative but also a legal requirement. In a separate 
text addressing states’ obligation to securitize, Floyd emphasizes different understand-
ings of ‘last resort’ regarding exceptional measures in emergency situations that could 
bring about such an obligation [22]. But Floyd discusses this issue exclusively from an 
effects-based perspective and from a perspective that emphasizes the non-quotidian 
nature of securitization (the latter will be critically discussed in section 5.)

However, based on a more quotidian understanding of security and rights-
based approaches, states are obliged to guarantee human rights on their territory, and 
this obligation clearly extends to cyberspace also. For instance, acts of digital transna-
tional repression, in which authoritarian governments target exiled dissidents abroad, 
demand security measures since these actions threaten human rights on the host states’ 
territory [67]. And such measures can most effectively be legitimized and commu-
nicated using the language of sovereignty, which is, in this sense, a tool for compli-
ance with international obligations [57]. The EU’s NIS Directive includes far-reaching  
obligations of member states to guarantee cybersecurity and to collaborate in this field [68].  
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Multilateral campaigns, such as the discontinued ‘Clean Network Initiative’, can be ex-
pected to increasingly include contractual obligations in regard to cybersecurity, in or-
der to guarantee the free flow of information within international networks of trusted 
actors [69]. This constitutes the cybersecurity equivalent of the general economic trend 
toward so-called ‘friend-shoring’ [70]. 

These developing obligations of states in regard to cybersecurity also 
affect the private sector in an intermediate way, i.e., if legislation requires private ac-
tors to provide a certain degree of security, as is stipulated in the EU’s NIS Directive. 
The relative proximity of public actors to the political ends of societies and the respec-
tive public debates on the one hand, and the relative remoteness of private actors from 
such debates on the other hand, contribute to the illusion that cybersecurity by private  
experts is exempted from political discourse. Such technification and depoliticization 
[6] is enhanced by excluding private stakeholders from debates regarding the norma-
tive foundations of national cybersecurity. In turn, my version of JST, which is focused on 
subsidiarity, re-politicizes cyber-securitization by explicitly including the private sector 
and emphasizing its obligations within everyday security practices. Following Hansen 
and Nissenbaum’s definition, everyday security practices have two dimensions, involv-
ing civil society as an “ambiguous partner and a potential threat”: first, they utilize the 
practical knowledge of direct stakeholders in securitization; second, they consider the 
fact that human negligence, for example, regarding passwords or phishing mails, ranks 
among the most important security threats [6].

4. What is Just Conduct regarding Cybersecurity?

4.1. Cybersecurity, Physical Violence, and Intentionality 
In the previous section, I have considerably extended the possibilities and 

responsibilities of states and private actors regarding cyber-securitization in compari-
son to Floyd’s restrictive account of JST. This requires submitting the issue of ‘just con-
duct’ to critical scrutiny. 

Following the orthodox definition of ‘exceptional measures’, Floyd argues 
that securitizing actors are entitled to suspend some human rights in securitization pro-
cesses [43]. She argues against the legitimacy of similar competencies regarding cyber 
threats, since they usually do not involve physical violence. She writes: “when there is 
a direct lethal threat, securitization can involve lethal force.” However, the removal of 
hackers “by means of lethal force on the part of the police or some special branch there-
of, or even a military strike would be unjust, because they do not pose a direct threat 
to human life [43].”

Indeed, the cases in which hackers or cyber-attacks brought about direct 
physical harm are quite rare [71]. An attack involving flickering images used on epilep-
tic victims was one rare incident in which hacking brought about direct physical violence 
[72]. Other exceptional instances, such as a ransomware attack on the British NHS, 
might have caused physical harm in a sense that is almost as direct [44]. Considering 
such exceptional cases that involve violence indirectly or more or less directly, Floyd’s 
JST would certainly allow for securitization. 

However, according to Floyd, this is not necessarily the case if the physi-
cally violent consequences of a cyber threat were unintended. She writes: “Agents who 
do not realize that their actions are (…) lethal to other people (are) (…) morally irrespon-
sible for posing the unjust threat [43].” Whilst not entirely dismissing the possibility of 
legitimate securitization regarding such threats caused – but not intended – by an agent, 
Floyd emphasizes that such threats do not allow for establishing a “standard formula” 
of securitization. At first sight, this distinction between “agent-intended threats” and 
merely “agent-caused threats” seems to make sense. But introducing the category of 
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intention constructs a nexus between morality and securitization that is highly problem-
atic. By discussing responsibility and intention, Floyd seems to have constructed JST as 
a punitive instrument related to retributive justice. 

However, under the rule of law, punishment can only be enacted following 
legal procedures, which reach conclusions about how to judge the intentions of suspects 
that are crucial to determining the degree of guilt. Such proceduralism is particularly 
important because, due to their non-empirical nature, intentions are inherently difficult 
to judge. In contrast to this, securitization theory is primarily concerned with averting 
a threat pre-emptively and immediately, and this scope conflicts with such cumbersome 
proceduralism. Therefore, in the unlikely case that the actions of someone unintention-
ally pose a lethal threat, it seems to be legitimate to avert this threat by ‘extraordinary 
measures’ involving the degree of coercion necessary to avert the threat, regardless of 
the actor’s intentions. From a security perspective focused on the aversion of an imme-
diate threat and the protection of physical integrity, it simply does not matter whether 
an average person poses a lethal threat by accident, or a brilliantly strategizing terrorist 
poses a lethal threat intentionally. What changes is merely the fact that a one-time in-
tervention is likely to be much more successful if a particular actor is intentionally pos-
ing a threat; and non-intended threats might be reoccurring despite the neutralization 
of one particular actor. 

Moreover, according to Floyd’s JST, the decisive criterion regarding the le-
gitimacy of ‘exceptional measures’ involved in securitization is the degree to which it can 
be expected that a suspension of human rights (including severe coercion) has “a rea-
sonable chance of success” in averting a threat [43]. In addition to this, she emphasizes 
proportionality, which is a typical feature of just war theories. This means that the rights 
violations caused by the degree of coercion used to avert the threat cannot be greater 
than the rights violations that can be reasonably expected to be caused by the threat. 
Furthermore, she writes that securitization should, in general, do “the least amount 
of overall harm possible” [43] Finally, she writes that securitization must be aimed at  
being reversed by desecuritization at one point and it needs to include meas-
ures to “avoid renewed (…) securitization” [43], which means that it should aim for  
sustainable stability.

4.2. Intelligence Operations and the Securitization of the  
         Digital Public Sphere

Whilst the criteria discussed in the previous subsection are rather un-
controversial, it is far from clear how they would apply to cybersecurity, assuming that 
a cyber-attack usually does not involve physical violence. Cyber-attacks usually only 
threaten the right to physical and intellectual property, privacy, and freedom of speech. 
Thus, Floyd’s own account of JST focusing on basic human needs is clearly only appli-
cable here if one understands it in a non-physical manner, involving human rights. 

However, Floyd makes an interesting argument that can be used to shed 
some light on the rationale behind this distinction and which is useful for the applica-
tion of JST to cybersecurity. She argues that, unlike threats to property, physical threats 
can be legitimately subjected to securitization processes because they inflict damage 
that cannot be restituted [43]. Whilst recognizing that Floyd’s JST does not include the 
possibility of being applied to cybersecurity in relation to attacks without physically vio-
lent effects (regarding her own explicit assertions discussed in the previous subsection),  
it is worth asking how extensive a threat to technical infrastructure and complex digital 
networks would have to be to cause such irreversible damage. Similarly, Hansen and 
Nissenbaum emphasize the irreversibility of any damage inflicted as a feature that con-
nects the protection of complex networks with the protection of the climate [6], which 
relates to issues of ‘post-human security’ discussed in subsection 3.3.
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Besides cyber-attacks causing physical violence directly or indirectly, 
public actors tend to cyber-securitize when core issues of their national security, such 
as crucial confidential information, are at stake, which certainly may be interpreted as 
causing irreversible damage. The securitizing actions that have occurred in this con-
text are ‘exceptional measures’ but not in the sense of involving the use of force. There 
is a significant degree of uncertainty regarding the adequate kind of response to cyber  
intelligence operations in this sense. On the one hand, NATO’s Tallinn Manual states that 
“a state may not intervene, including by cyber means, in the internal or external affairs 
of another state” [53] and NATO does not exclude the possibility to respond kinetically 
to cyber-attacks [52]; on the other hand, international law tends to be rather permissive 
in regard to intelligence operations [73]. 

Attacked states are, therefore, aiming for targeted responses below the 
level of international conflict. For instance, the attack on the German Bundestag in 2015 
brought about EU sanctions against the individuals and bodies involved within the  
EU’s framework for a joint diplomatic response to malicious cyber activities [74].  
The EU’s so-called ‘Cyber Diplomacy Toolbox’ avoids national attribution [75]. This can 
be understood as an attempt to combine securitization with de-escalation. Another ex-
ample of a response to intelligence operations is the US ban on Huawei, as recently re-
newed by Biden [76]. This also takes the conflict to the economic sphere without stag-
ing it as an international conflict and likewise combines de-escalation with securitization. 
Such approaches are certainly advisable from the perspective of my own JST framework, 
which is focused on subsidiarity.

More problematic are threats that surpass the traditional scope of cyber 
intelligence operations, particularly such threats that can be regarded as illegal interfer-
ence with a state’s self-determination, which can be understood as involving irreversi-
ble damage and can hardly be separated from a political understanding of international 
conflict. Self-determination is usually understood as regarding the constitution, i.e. the 
founding of a state. However, as Ohlin argues, this emphasis stems from an outdated 
state-centred understanding that ignores the continuous constitutive role of delibera-
tive processes in society [77]. 

Cases such as the Russian meddling with the US general election, the Brexit 
referendum in 2016, and the French election campaign in 2017 have demonstrated that, 
due to their legitimization through deliberative discourses, democracies are particularly 
vulnerable to such interference as it undermines their own legitimacy. As a reaction to 
these threats, securitization occurred in the form of severe restrictions on the freedom 
of speech. For instance, France passed the ‘Loi Avia’ (2020) against hate speech and  
‘LoiNo. 2018–1202’ against disinformation [78]. Because it touched upon the core of French 
Republicanism, the law against disinformation was subjected to heated debate, and ulti-
mately its constitutionality was mainly affirmed because it only applies during the three 
months prior to the elections. In turn, the law against hate speech was so clearly at odds 
with the liberal paradigm of free speech that it was partly revoked as unconstitutional. 

Germany’s Network Enforcement Act (NetzDG) from 2017, which served 
as an inspiration for the French legislation, regulates disinformation and hate speech [78]. 
In the research literature, the law is regularly criticized for incentivizing the over-blocking 
of content that is not clearly illegal [79]. Against the intentions of its creators, the law 
has inspired authoritarian and semi-authoritarian regimes, including Singapore, Russia, 
the Philippines, and Venezuela, which explicitly mentioned the German NetzDG as mod-
el legislation [80]. Interestingly, particularly in the case of the network enforcement act, 
nation states are not directly involved in securitization in a sense of limiting fundamen-
tal rights, but this task is outsourced to private actors that have purely economic motiva-
tions to engage in over-deletion. The Germany Director at Human Rights Watch argued 
that the law “turns private companies into overzealous censors to avoid steep fines” [81].  
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Another drastic example of the securitization of the digital public sphere is the unprece-
dented prohibition of the spread of Russian state-sponsored media in the EU in 2022 [82].

Using the framework of JST, the legitimacy of this kind of securitization 
of the digital public sphere seems highly questionable. Since democratic deliberation is 
to be ‘protected’ by these measures, it appears paradoxical that this is done by limiting 
the legal precondition of public deliberation, which is freedom of speech. Furthermore, 
securitization of the digital public sphere might work as a short-term remedy against 
cyber interference, but it is hardly adequate to avert this threat in a sustainable way. 
Floyd argues that desecuritization (which will be addressed in the next section) is an 
integral part of JST; according to her, securitization must have the aim of being reversed 
by desecuritization at one point, and it needs to include measures to aim for sustainable 
stability and “avoid renewed (…) securitization” [43]. 

In contrast, although these regulations restricting free speech online were 
implemented as a reaction to Russia’s interference in 2016 and 2017 and the spread of 
war propaganda in 2022, there are no discussions regarding the reversal of these se-
curitization processes. This is hardly surprising because this kind of securitization of the 
digital public sphere is evidently not sustainable, since it produces a version of the ‘soci-
etal security dilemma’ [4]: traditionally, this dilemma describes how, for instance in eth-
nic conflicts, states tend to strengthen their ‘own’ identity and, paradoxically, precisely 
this securitization move weakens these states’ capacity to integrate minorities that do 
not identify with the main identity of these states. Therefore, securitization in this sense 
has a destabilizing effect. 

Comparably, informational interference does not create new threats out 
of the blue, but it rather exploits already existing social fault lines and conflicts. Take 
for example the US’s racial fault lines that were exploited by Russia’s support of White 
Supremacists and Black Lives Matter activists alike [83, 84]. Framing this kind of cyber 
interference as an international security issue shifts the focus away from resolving the 
domestic social tensions that create vulnerabilities to cyber interference in the first place. 
Therefore, whilst it satisfies the emotional need to identify a ‘foreign’ enemy, blaming 
social problems on ‘Russian interference’ can be expected to have a destabilizing effect 
in the long run.

Last but not least, securitizing the digital public sphere in this manner 
could have unintended ripple effects, since the formulation of prohibitions that cannot 
really be enforced undermines the credibility of the state (a realistic argument already 
used by Spinoza to make a point for freedom of speech [85]). For example, the ban on 
state-sponsored Russian media can be easily circumnavigated using VPNs. Furthermore, 
hate speech and disinformation will simply migrate to platforms such as Telegram that 
do not collaborate with the European authorities [86].

From a perspective focused on sustainable and subsidiary securitization, 
it would be more effective to stick to the EU’s ‘whole-of-society’ approach and create 
sustainable resilience by promoting digital “media literacy as a key civic virtue” [64] 
Furthermore, the class divide contributes to the unquestioned acceptance of the claims 
of fake news [87]. Insofar as hostile cyber interference is exploiting social and other  
domestic fault lines, it would be more sustainable to tackle these vulnerabilities than to 
re-frame them as a result of foreign interference. 

4.3. Private Companies as Norm Entrepreneurs  
         and Securitizing Actors

Regarding private companies, it is debatable to what extent they can le-
gitimately become securitizing actors. Evidently, private actors cannot engage in trade-
offs between fundamental rights. When it comes to ‘extraordinary measures’ undertaken 
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in securitization, all that private actors can do is allocate extraordinary resources to an 
issue or accept more friction in their services and processes due to security measures. 
This also means that companies will usually tend to engage less in cybersecurity if there 
are no direct financial concerns related to this (e.g. by protecting a company’s trade se-
crets or customer data) or if they are not required by states to engage in cybersecurity 
or nudged by consumer demand to create products that offer a high degree of security. 

Larger companies (such as Microsoft) are an exception to this rule: they 
seek cooperation with legislators and act as ‘norm entrepreneurs’ in matters related to 
cybersecurity, i.e., they engage in promoting societal, legal, and political norms regarding 
cybersecurity [88, 89]. Also, though the platforms involved in enforcing the securitiza-
tion of the digital public sphere are not necessarily intending this, it serves to enhance 
their power, particularly regarding the over-deletion of content [90]. This points to an 
aspect of just war theory that Floyd failed to address in her JST. Classical just war the-
ory argues that no financial or political gains should be connected with just war [91]. 
Likewise, no financial or political gains should be connected with just securitization.  
This restriction, which is important to prevent just wars from being abused as justifica-
tion for conquest or the acquisition of booty, is particularly important in relation to the 
involvement of private actors in securitization. 

Companies large enough to afford compliance with complex cybersecuri-
ty regulations have a significant interest in promoting complex legislation since it can be 
a tool to push smaller players out of the market. To give some examples that do not di-
rectly relate to cybersecurity: in the field of data protection, the GDPR was hurting small 
and medium-sized enterprises (SMEs) more than bigger companies [92]. As a result of 
the learning derived from this asymmetrical effect, the new Digital Markets Act and the 
Digital Services Act (which likewise do not directly relate to cybersecurity) are exclu-
sively regulating the activities of ‘gatekeepers’ and ‘very large online platforms ‘(VLOPs)  
[93, 94]. Similar asymmetrical effects can be expected in regard to extended cybersecuri-
ty regulations if these do not exclusively target the bigger players. Therefore, the respec-
tive regulations should consider company size, and focus on subsidiarity in the sense that 
regulations should not overburden SMEs, thereby engendering market concentration. The 
EU’s NIS Directive explicitly excludes small and micro enterprises for this reason [68].

Furthermore, the securitization of the digital public sphere by the restric-
tion of freedom of speech gives large digital platforms a problematic degree of political 
power – even more problematic than the power that usually comes along with securiti-
zation, since private companies are not subject to the same legitimatory requirements as 
states [62]. Lehdonvirta argues that large digital platforms have transformed into ‘Cloud 
Empires’ because they guarantee and enforce social order and security on their virtual 
premises [95]. In summary, in contrast to the involvement of civil society stakeholders 
discussed in section 3, particularly the inclusion of Big Tech in the hyper-securitization 
of the digital public sphere is highly problematic since it can be associated with finan-
cial profits and gains in political power. 

4.4. In favour of Self-Defence in Cyberspace
The issue of private self-defence in cyberspace is discussed in the liter-

ature [25, 62, 96]. Although this issue is situated below the threshold of physical vio-
lence, it is certainly a good example of securitization processes according to JST since 
it involves ‘exceptional measures’: the exemption from prosecution for acts that would 
normally be subject to this if they did not serve to avert a threat. In physical environ-
ments, a proportionate degree of physical resistance is justified if it serves to avert even 
non-violent acts of wrongdoing, for example, to deter threats to property, and if the act 
of resistance in question constitutes an adequate means of averting that threat, most 
notably in a pre-emptive sense. This is expressed in the stand-your-ground laws that 
are particularly far-reaching in the US [96].
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These laws have been widely debated because they are connected with 
lethal violence and should be discussed critically [97]. Nevertheless, they express  
a fundamental principle of liberal legal and political philosophy: that individuals have 
the right to actively defend themselves if no other remedy is available, following Groti-
us’s notion of ‘private just war’, which I applied to justify self-defence in cyberspace in 
another article [25]. Most notably, laws regarding self-defence are rather focused on 
the aversion of the threat than on proportionality in the sense of retributive justice. Even 
in heavily gun-controlled Germany, it is possible to resort to physical defence against 
crimes that do not directly affect the body, for instance, theft [98].

In 2017 and 2019, the bipartisan ‘Active Cyber Defence Certainty Act’ 
proposal, known as the ‘hack back’ bill, was discussed in the US Congress [99]. It would 
have applied the principle of self-defence to cyberspace [100] by allowing private com-
panies to engage in active self-defence against attackers. Interestingly, the bill applied 
the same distinction between irreversible and reversible damage on which Floyd bas-
es the whole idea that securitization is permissible in the case of an existential threat. 
Directly complementary to Floyd’s legitimization of ‘exceptional measures’ in cases 
in which threats cause irreversible damage, the ‘hack back bill’ restricts private legiti-
mate self-defence to such cases in which this active self-defence “does not result in the 
destruction of data or result in an impairment of the essential operating functionality  
of the attacker’s computer system” [99]. 

Of course, the so-called ‘hack-back bill’ has been widely criticized for en-
abling vigilantism [101]. However, it is not altogether apparent why the general right 
to self-defence should be virtually non-existent in cyberspace. Following the analogy 
to self-defence in offline environments, which can be aggressive as long as it clearly 
serves to avert a threat or constitutes a swift reaction to an attack, it is not even clear 
why these measures should be restricted to “defensive measures”, as argued by Pat-
tison [62]. It seems to be sufficient that they are occurring swiftly and are effective in 
averting or preventing a threat.

Whilst it may seem paradoxical, a greater degree of autonomous securitiza-
tion on the subsidiary level of private actors might contribute to de-escalation and desecu-
ritization, since it allows for a certain degree of cyber-securitization to occur on the level of 
immediate stakeholders without escalating to the national level. In this regard, securitiza-
tion executed in a largely autonomous sense by private actors would be directly opposed 
to the highly problematic form of hyper-securitization involving an entanglement between 
Big Tech and governments as discussed earlier. Furthermore, particularly regarding cyber-
crime with an international dimension, for instance, cross-border economic espionage, keep-
ing the whole conflict below the international level could contribute to de-escalation inas-
much as this subsidiary strategy has, at least, the potential to keep international actors out 
of relatively petty conflicts and to guarantee a certain degree of deterrence at the same time.

5. What is Just Termination regarding Cybersecurity?

5.1. Cybersecurity beyond the flawed distinction between  
         ‘Normal’ and ‘Exceptional’

Just termination is certainly one of the most interesting features of Floyd’s 
JST. Just termination refers to desecuritization following the Copenhagen School approach, 
i.e., the reversal of securitization, “the shifting of issues out of emergency mode and into 
the normal bargaining processes of the political sphere” [7]. Most importantly, she sticks 
to her overall restrictive trajectory by emphasizing that whilst she denies the obligation 
to securitize (see section 3), she underlines that there is an obligation to de-securitize: 

Just desecuritization is about what desecuritizing actors are required to 
do, not about what such actors are permitted to [43]. 
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Whereas Floyd is aware of the problems with the Copenhagen School’s 
definition in this regard, her rationale remains that the desecuritized situation repre-
sents the ‘normal’ situation, in which civil liberties and fundamental rights are in full ef-
fect, whereas the securitized situation represents the situation in which these rights and  
liberties are partly suspended through ‘exceptional measures’. 

From an intercultural perspective, the Copenhagen School’s definition 
is highly flawed, since it implicitly assumes that well-functioning liberal societies with 
a history of colonialist exploitation (in the style of Denmark in the 1990s) represent the 
‘normal’ state of affairs (which they never did globally) [102]. Furthermore, this termi-
nological-conceptual setup produces two significant problems. First, it does not apply 
to authoritarian regimes such as China, where the ‘normal’ situation is heavily secu-
ritized; second, it fails to consider the obvious fact that civil liberties and human rights 
do not represent a ‘normal’ state of affairs but are the product of the state’s monopoly on  
violence, which could be understood as a form of continuous, low-intensity, day-to-day 
securitization (as argued in section 3).

Following the Copenhagen School’s understanding of securitization, based 
on the dichotomy between the ‘normal’ and the ‘exceptional’, Floyd writes that “dese-
curitization of just securitization must occur when the initial and related new objective 
existential threats have been neutralized” [43]. This makes a good deal of sense, de-
spite the problematic assumptions behind the dichotomy between securitization and 
desecuritization. Particularly since they involve trade-offs between fundamental rights,  
securitization measures need to be proportionate and then revoked once their necessity 
becomes less evident.

This understanding of securitization as an exceptional form of disruption 
also applies, in certain aspects, to cybersecurity. For instance, security concerns have 
been cited to legitimize exceptions to the WTO’s free trade regime regarding the banning 
of Chinese 5G suppliers such as Huawei [103, 104]. Since these measures are excep-
tions, their justification based on national security concerns suggests that they should be  
reversed once the Chinese government ceases to constitute a threat. Generally speaking, 
desecuritization is crucial regarding digital technologies because they rely on a baseline 
situation characterized by the free flow of information and services.

However, precisely for this reason, the dichotomy between securitization 
and desecuritization is problematic regarding cybersecurity. As discussed in sections  
2 and 3, cybersecurity is mostly connected to everyday technological routines, rather 
than to ‘exceptional measures’. Alongside this, due to the iterative nature of technological 
procedures, cybersecurity is not enacted momentarily and then reversed but is usually 
thought of as constituting a lasting feature that is inherently positive, as long as it guar-
antees the protection of human rights, such as the right to privacy. Rather than consti-
tuting an exceptional opposite to the free flow of information and services, cybersecu-
rity must be combinable with openness, ideally with the greatest degree of openness. 
Cybersecurity, in the ideal typical sense (this means there are many exceptions to this), 
requires permanent securitization under the condition of permanent desecuritization.

5.2. Subsidiarity as structural Desecuritization 
Precisely because of these non-dichotomous aspects discussed in the 

previous subsection, it is important to concentrate on desecuritization in relation to cy-
bersecurity also. If there is no distinction between securitization and desecuritization, 
then anything goes. As already mentioned in section 4, the permanent character of cy-
ber-securitization creates particular incentives for abuse. It can create lasting structures 
and a steady stream of revenue, which constitutes a strong incentive to engage in threat 
inflation and hyper-securitization within the “cyber-industrial complex” [11] or the “mil-
itary-digital complex” [12]. The continuous securitization of the digital public sphere  
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discussed in section 4 might be an example of the problematic and ambivalent outcome 
of this kind of securitization. In some cases, such as regarding the enticement to violence 
or slander, it may be understood as a protection of human rights; in other cases, that is 
when over-deletion occurs, it simply constitutes a restriction of the freedom of speech by 
which the state and corporations mutually enhance their powers and limit civil liberties.

Whilst acknowledging the importance of the temporal aspect of secu-
ritization and de-securitization, inasmuch as it provides a criterion to judge the aims of 
securitization and the degree to which it provides sustainable stability, a simple binary 
between the ‘normal’ de-securitized situation and the ‘exceptional’ securitized situation 
does not do justice to the complexity of the cybersecurity landscape, which involves 
a great diversity of actors, temporalities, and trajectories and must consider securitiza-
tion and desecuritization in the same instance.

As discussed in sections 3 and 4, this complex situation can be, at least 
partially, resolved by a version of JST based on the principle of subsidiarity, which does 
not generally favour de-securitization but is more inclined to pursuing a form of structural 
de-securitization: whilst acknowledging the necessarily lasting character of low-inten-
sity securitization on an everyday level, particularly if it guarantees human rights, such 
an approach avoids hyper-securitization by relating securitization to the stakeholders 
most directly affected and granting them far-reaching possibilities to participate actively 
and autonomously in securitization.

The risk of hyper-securitization may also exist in the private sector but 
due to the high costs related to security, besides Big Tech’s ‘Cloud Empires’, market 
mechanisms generally counteract hyper-securitization. Usually, private companies offer 
products with different levels of security, tailored to the need of individual customers 
and legal requirements. Turning securitization into a conscious consumer choice in this 
way is perhaps the best and most realistic road toward de-securitization since it moves  
securitization from the domain of the exceptional, instinctive, collective, and emo-
tional to the domain of mundane and rational choices by mature individuals and their  
everyday security practices [24]. 

In contrast to this, as argued earlier, hyper-securitization primarily occurs 
within the framework of an “invisible handshake” [66] involving governments and Big 
Tech, which, in turn, should be observed critically, particularly regarding the acquisition 
of economic and political power through securitization.

6. Conclusion
In this contribution, I discussed the application of Floyd’s JST to cyber-

security. As a reaction to the incompatibilities of JST and cybersecurity, I developed 
JST further to be more compatible with this specific sociotechnical environment, which 
is characterized by the great importance of the private sector and the civilian nature  
of the digital public sphere. In general, I have strengthened human rights and the idea 
of subsidiarity, according to which executive measures should ideally be enacted by the 
lowest organizational level. The germ of my arguments can be found in Floyd’s original 
JST, which restricts the legitimacy of securitization to such cases in which securitization 
can be reasonably expected to be successful in averting threats to the satisfaction of 
existential human needs.

Two of my adjustments to Floyd’s original JST (fig. 1) are particularly crucial 
in relation to cybersecurity: first, nation states’ role in cybersecurity cannot be adequately 
understood by assuming that they are only permitted to securitize, as this constitutes the 
focus of Floyd’s original JST. Rather, since states are required to guarantee the human 
right to privacy, they do have legal and moral obligations to guarantee cybersecurity on 
a day-to-day basis. Regarding everyday security practices, opposing the Copenhagen 



www.acigjournal.com

applied cybersecurity  
& internet governance

ACIG, VOL.1, NO.1, 2022                  DOI: 110.5604/01.3001.0016.1093 18

School’s questionable construction of a dichotomy between the ‘exceptional’ and the 
‘normal’ situation, it is rather the maintenance of the ‘normal’ situation under the rule of 
law that requires quotidian low-intensity securitization involving the state’s monopoly 
on violence. In this context, violence is rather to be understood as an implicit threat be-
hind the state’s regulatory function, than as something that is acted out in ‘exceptional 
measures’. Indirectly, nation states’ obligation to guarantee human rights in cyberspace 
also shapes the obligations of the private sector regarding cybersecurity. Moreover, the 
dichotomy between securitization and desecuritization is hardly applicable to cyberse-
curity since, in this context, securitization should occur under desecuritized conditions, 
guaranteeing an uninterrupted but secure global flow of information and services.

This non-dichotomous relationship between securitization and desecu-
ritization is tackled by the principle of subsidiarity, which can be understood as a struc-
tural form of desecuritization. This principle does justice to the central role of private 
actors regarding cybersecurity, which are often more competent in the identification 
of threats and the construction of adequate securitization and defence mechanisms 
than states are. The subsidiarity principle, as the central aspect of my account of JST 
developed in this paper, has a permissive and a restrictive aspect. On the one hand, it 
leads to the demand that stakeholders directly affected by a threat should have the op-
portunity to participate in decision-making processes regarding cyber-securitization;  
furthermore, these stakeholders should also be given the legal means to engage in ac-
tive self-defence, as this is common in offline environments with stand-your-ground 
laws and similar rules in many liberal jurisdictions. 

On the other hand, this focus on subsidiarity directly tackles the issue of 
threat inflation and hyper-securitization: hyper-securitization causes a ‘cybersecurity di-
lemma’ that poses a threat to international security if states choose to deter by threat-
ening to defend forward and respond with kinetic means to cyber-attacks, or if they at-
tempt to strengthen national security by submitting citizens to surveillance. Moreover, 
hyper-securitization produces a variant of the ‘societal security dilemma’ by shifting the 
focus away from sustainably resolving domestic social conflicts and attributing them 
to ‘foreign’ interference instead. As a general rule, such hyper-securitization in cyber-
space is not likely to be caused by private actors alone but by public-private partnerships  
in the framework of the “invisible handshake” [66], including the “cyber-industrial com-
plex” [11] or the “military-digital complex” [12].

This paper opens up a broad horizon for further research. Floyd’s focus 
on ‘human needs’ could be discussed in more detail regarding its ethical foundations, 
particularly with respect to the upsides and downsides of effects-based, i.e. utilitari-
an, approaches and intention-based, i.e. deontological or rights-based, approaches. My 
discussion suggests that Floyd mixes these approaches in a problematic manner. This 
inserts elements of retributive justice into her JST that appear incompatible with her 
understanding of securitization as involving ‘exceptional measures’. The whole issue of 
retributive justice regarding cybersecurity should be investigated further, including but 
not restricted to the difficult problem of how to relate judicial and moral categories fo-
cused on physical violence to cyberspace at all.

My approach to strengthening the liberal principle of subsidiarity in JST is 
certainly not without alternatives. Floyd’s monograph on JST [43] and particularly her 
more open discussion of possible approaches to JST as “a meta-theoretical framework” 
[22] [20] will certainly produce many opportunities to address the details of possible 
applications of JST to cybersecurity. I believe that my focus on the principle of subsidi-
arity has resolved the basic problems of this application reasonably well, which consists 
of the incompatibility of day-to-day technological routines and the drastic securitization 
discourses of states as discussed in section 2. Nevertheless, I am fully aware of the fact 
that my endorsement of private active self-defence in cyberspace may appear highly 
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problematic. But it seems the burden of proof falls on the side of those who argue that 
the right to self-defence, which is fundamental to liberal societies, should not apply in 
cyberspace, since this would constitute a form of ‘cyberspace exceptionalism’ [105]. 
Similar to Floyd’s assessment of her own JST, my application of JST to cyberspace rep-
resents just “one possible variant of such a theory” [22]. 
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